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1. Introduction

The theoretical and empirical growth literature has extensively explored the effect of financial development on economic growth. Theoretically, financial intermediaries and financial markets mitigate the costs of acquiring information, enforcing contracts, and making transactions. That is, the development of financial systems changes the incentives and constraints facing economic agents through producing information and allocating capital, monitoring firms and exerting corporate governance, ameliorating risk, pooling saving and easing exchange, with positive ramifications on economic growth (e.g., Greenwood and Jovanovic, 1990; Bencivenga and Smith, 1991; King and Levine, 1993a; Acemoglu and Zilibotti, 1997; and Khan, 2001). Empirically, cross-country studies (e.g., Goldsmith, 1969; King and Levine, 1993b; Levine and Zervos, 1998; Levine et al., 2000; Beck and Levine, 2004; and McCaig and Stengos, 2005) offer strong and robust evidence supporting the view that both well-functioning banking systems and better-developed stock markets independently spur economic growth. That is, banking systems and stock markets provide different, but complementary, growth-enhancing financial services to the economy. Moreover, the overall level of financial development matters for economic growth, rather than the development of a specific component of the financial systems. See Levine (1997, 2005), Ang (2008) and Beck (2009) for more detailed surveys on the finance-growth nexus.

Policy makers identify output growth stability as one of several macroeconomic policy objectives (Yellen and Akerlof, 2006; and Mishkin, 2009). Thus, in addition to the growth effect of financial development, another strand of the growth literature focuses on assessing whether financial sector development influences growth volatility as well. Theory offers ambiguous predictions about the effect of financial development on growth volatility. For example, Bernanke

---

1 Many adverse effects occur because of higher output growth volatility such as lower economic growth (Ramey and Ramey, 1995; Kose et al., 2005, 2006; Aghion et al., 2010), worsened income distribution (Breen and Garcia-Peñalosa, 2005), and higher output and employment costs (Benigno and Ricci, 2011). A successful macroeconomic policy to stabilize or reduce growth volatility depends on knowing the sources of that volatility.
and Gertler (1989) and Kiyotaki and Moore (1997) argue that financial constraints on firms can play a key role in the propagation of the business cycle and can eventually lead to higher oscillations. Accordingly, well-developed financial systems, by removing or alleviating financial constraints, can dampen output volatility. Bacchetta and Caminal (2000), Aghion et al. (2004), and Morgan et al. (2004) show that the ultimate (positive or negative) effect of financial development on volatility depends on real or monetary shocks, intermediate versus early and later stages of a country’s financial development, and credit supply or demand shocks, respectively. The existing cross-country empirical evidence on the finance-volatility relationship also proves mixed, at best. Denizer et al. (2002) find that countries with better developed financial systems experience smaller fluctuations in per capita output growth. Bekaert et al. (2006) establish that financial liberalization often results in lower (consumption) growth volatility. Acemoglu et al. (2003) assert that the volatility effect of financial development diminishes once one controls for institutional variables. Beck et al. (2006) conclude that no robust relationship exists between financial development and aggregate economic volatility. Finally, Levchenko et al. (2009) find strong evidence supporting the view that financial liberalization increases output volatility.

Larrain (2006) and Raddatz (2006) implement the methodology of Rajan and Zingales (1998, hereafter, RZ) to revisit the effect of financial development on industrial growth volatility, using cross-country, cross-industry (firm) data. In contrast to the conventional cross-country studies, the RZ cross-country, cross-industry approach brings several advantages to the analysis: (i) increases the degrees of freedom, thus, improving the precision of the estimated coefficients, (ii) addresses the issue of omitted variables, and most important, (iii) provides a causal interpretation of the effect of financial development on sectoral volatility. Moreover, the RZ model also permits the identification of the channels through which financial development affects growth volatility.

More specifically, Larrain (2006) employs the RZ specification to examine whether better access to bank credit decreases or increases growth volatility. The ambiguous effect depends on whether firms face more financial constraints during output contractions (i.e., more credit decreases
volatility) or expansions (i.e., more credit increases volatility). By regressing industrial volatility (the standard deviation of the detrended output of industry $j$ in country $k$) onto the interaction of external dependence (in $j^{th}$ industry) and financial development (in $k^{th}$ country) along with other controls, Larrain (2006) finds a significantly negative coefficient on the interaction term, arguing that lower volatility output occurs in sectors with higher external dependence and in countries with better financial development. Raddatz (2006) uses the same framework to investigate whether financial development leads to a larger reduction in output volatility in industries with high liquidity needs. By regressing industrial volatility onto the interaction between liquidity needs and financial development, Raddatz shows that financial development reduces the volatility of industries that require large amounts of liquidity. That is, financial development reduces growth volatility through external financial dependence in Larrain (2006) and liquidity needs in Raddatz (2006).

This paper complements Larrain (2006) and Raddatz (2006) and evaluates for a given level of financial development, whether the volatility of financial development affects industrial volatility. In this respect, many extant theoretical and empirical studies document that macroeconomic variability or uncertainty relates to economic activity. For instance, Pindyck (1991) asserts that inflation uncertainty, increasing the uncertainty of the potential returns of investment projects, contributes to lower investment and output growth. Dotsey and Sarte (2000) find that, although inflation adversely affects long-run growth, inflation uncertainty increases average growth rates through a precautionary saving motive. Ramey and Ramey (1995) show that countries with higher growth volatility experience lower economic growth, and Hnatkovska and Loayza (2005) verify this negative relationship between macroeconomic volatility and long-term economic growth. Fountas et al. (2006) confirm that inflation uncertainty exerts a negative effect on growth, but output growth uncertainty positively affects growth. Loayza and Ranciere (2006) demonstrate a positive long-run linkage between financial development and output growth.

---

2 In this paper, we use volatility, variability, and uncertainty (of financial development) interchangeably.
coexisting with a mostly negative short-run association between financial fragility, namely, banking crises and financial sector volatility, and output growth. More recently, Fatás and Mihov (2012) find that fiscal policy volatility lowers economic growth. Lin and Huang (2012) demonstrate that banking sector volatility exerts a negative effect on the growth of industries that rely more on external finance.

The Great Moderation initiated a literature assessing the causes of the decline in output growth volatility. For example, Blanchard and Simon (2001) find that during the Great Moderation, the reduction of US GDP growth volatility mainly reflects a decline in the volatility of government spending, consumption, and investment as well as inflation. Eggars and Ioammides (2006) decompose US output growth volatility by one-digit industry and find that around half of the drop in the volatility between the pre- and post-1982 periods reflects the decline of the volatility of the production sector. In searching for the source of industrial volatility, we assess whether financial volatility causally affects sectoral volatility, and explore the channels by which financial volatility influences the extent of industrial volatility. This interesting issue shows how shocks propagate through the economy. If a financial crisis leads to higher financial volatility, which sectors experience more output growth volatility from this higher financial volatility?

We augment the data used in Raddatz (2006) with additional variability measures of financial development, finding overwhelming evidence that more financial volatility significantly increases industrial growth volatility. In particular, countries with higher volatility of financial intermediary development experience higher relative sectoral volatility in industries more dependent on external liquidity. We, then, proceed to investigate the possible mechanisms through which such effects could work. The empirical results suggest that the increase in sectoral volatility caused by the volatility of financial intermediaries mainly works through fluctuations in the variability of output growth per firm and of the number of firms, with the effect of the first term more pronounced. We confirm Raddatz’s (2006) finding that the development of financial intermediaries, rather than the development of stock markets, mainly causes the reduction of
industrial volatility. As such, while the existing literature finds that financial structure (bank-based versus market-based) proves irrelevant to economic growth, it does matter for the reduction of growth volatility. We provide fresh evidence that both the volatilities of financial intermediaries and equity markets positively and significantly affect industrial growth volatility. Sensitivity checks indicate that our results remain robust to alternative measures of country-level financial volatility and indicators of industry-level liquidity needs.

The paper is organized as follows. Section 2 describes the empirical strategy introduced by Rajan and Zingales (1998) and used by Raddatz (2006) to assess the causal effect of financial development on output growth and volatility, respectively. In particular, we include an interaction of a measure of industry-level liquidity needs and an indicator of country-level financial volatility into an otherwise standard RZ specification. We also use similar regressions to evaluate whether financial structure matters for the reduction of industrial volatility and to assess the channels by which the level and volatility of financial development influence sectoral volatility. Section 3 documents the data sources. Section 4 presents our main results that industries with larger liquidity needs exhibit more volatility in countries with more uncertain financial development. Section 5 provides some robustness checks. Section 6 concludes.

2. **Empirical Strategy**

In the seminar study, Rajan and Zingales (1998) assess whether the industries mostly dependent on external finance grow faster in countries with better developed financial institutions and markets. They show that industries with a greater dependence on external finance grow faster in more financially developed countries. Raddatz (2006) employs the same specification to explore whether sectors with high liquidity needs exhibit relatively more volatility in countries with less developed financial systems. He finds that financial development results in larger reductions in the volatility of industries with higher liquidity needs. Other studies that implement the Rajan and Zingales’ (1998) approach include, for example, Cetorelli and Gambera (2001), Beck and Levine (2002), Claessens
Following Rajan and Zingales (1998) and Raddatz (2006), we test the hypothesis that financial volatility exerts a relatively larger effect on the volatility of industries with high liquidity needs. In this respect, we augment the framework of Raddatz (2006) by including an interaction term between the measure of financial volatility and the sectoral measure of liquidity needs to examine whether financial volatility exerts a larger effect on the sectoral volatility in industries that need more liquidity. We specify the benchmark regression as follows:

\[ V_{ik}^G = \alpha_0 + \alpha_i D_i^I + \alpha_k D_k^C + \beta_1 (LN_i \times DEV_k^F) + \beta_2 (LN_i \times V_k^F) + \beta_3 OC_{ik} + \varepsilon_{ik}, \]  

where subscripts \( i \) and \( k \) denote the \( i^{th} \) industry and the \( k^{th} \) country, respectively. The dependent variable, \( V_{ik}^G \), measured as the standard deviation of the growth of real value added (VA), is the volatility of industry \( i \) in country \( k \). We include industry and country dummy variables to capture the influence of effects specific to each industry (\( D_i^I \)) or country (\( D_k^C \)), respectively, and to address concerns about omitted variable bias and reverse causality that commonly plague cross-country regressions.

The first main explanatory variable, the interaction of liquidity needs (\( LN_i \)) (measure of liquidity needs of the \( i^{th} \) industry) and financial development (\( DEV_k^F \)) (indicator of financial development of the \( k^{th} \) country), determines whether financial development exerts a causal effect in the reduction of industrial volatility in sectors that need liquidity. Raddatz (2006) generally finds a negative, significant, and economically large coefficient (\( \beta_1 \)), supporting the view that financial development leads to a larger decrease in volatility in sectors with higher liquidity needs. Our primary interest relates to the second explanatory variable, the interaction between liquidity needs and financial volatility (\( V_k^F \)) (indicator of financial volatility of the \( k^{th} \) country), which tests whether sectors that need more liquidity exhibit larger volatility in a country with higher financial volatility.
If the volatility of financial development leads to an increase (decrease) in the volatility of sectors with higher liquidity needs, we expect a significantly positive (negative) coefficient ($\beta_2$). Finally, Model (1) includes the other control variables ($OC_{ik}$), a set of extra determinants of industrial volatility, and the error term ($\varepsilon_{ik}$).

Beck and Levine (2002), Demirgüç-Kunt and Maksimovic (2002) and Levine (2002) generally find that, while overall financial development strongly associates with economic growth, no support exists for either the bank-based or the market-based view. That is, a country’s financial structure does not influence its economic growth. In contrast, in the case of growth volatility, Larrain (2006) and Raddatz (2006) find that both well-developed banking systems and stock markets exert a dampening effect on (firm and industry) volatility, and the development of financial intermediaries lowers industrial volatility more than stock market development. As an extension, we also estimate the effect of stock market volatility on the sectoral volatility in industries with higher liquidity needs. We specify the regression as follows:

$$V_{ik}^G = \alpha_0 + \alpha_1 D_i^L + \alpha_2 D_k^F + \beta_1 (LN_i * DEV_{ik}^F) + \beta_2 (LN_i * V_{ik}^F) + \beta_3 (LN_i * DEV_{ik}^SM) + \beta_4 (LN_i * V_{ik}^SM) + \beta_5 OC_{ik} + \varepsilon_{ik},$$  \hspace{1cm} (2)

Model 2 is the same as Model 1 except for the inclusion of two additional interaction terms of liquidity needs with stock market development ($LN_i * DEV_{ik}^SM$) and liquidity needs and stock market volatility ($LN_i * V_{ik}^SM$). First, Larrain (2006) and Raddatz (2006) argue that a well-functioned stock market can provide liquidity to smooth fluctuations of sales and inventory of firms and real value added growth of industries. We, thus, expect a significantly negative coefficient ($\beta_3$). Second, obviously, higher stock market volatility makes industries more uncertain (difficult) to acquire the necessary liquidity and, hence, exhibit larger variability in their real value added growth. As such, we expect to find a significantly positive coefficient ($\beta_4$), supporting the idea that stock market development volatility exerts a larger (and increasing) effect on the sectoral volatility in industries with larger liquidity needs.
Finally, we also investigate the channels through which the level and volatility of financial development affect the volatility of industries with high liquidity needs. In particular, we specify the regression as follows:

\[ VC_{ik}^{G} = \alpha_0 + \alpha_1 D^I + \alpha_2 D^C + \beta_1 (LN_i \ast DEV^F_k) + \beta_2 (LN_i \ast V^F_k) + \beta_3 OC_{ik} + \epsilon_{ik}, \]  

(3)

Model 3 is identical to Model 1 except for the dependent variable. Raddatz (2006) argues that we can define the dependent variable \((VC_{ik}^{G})\) as the volatility of the growth of real value added per firm, the volatility of the growth in the number of firms, or the covariance between the two variables. Therefore, Model 3 explores how financial volatility along with the level of financial development affects each of these three components of industrial growth volatility.

Ordinary least squares (OLS) estimation of Models 1, 2, and 3 with standard errors corrected for heteroskedasticity can still produce biased coefficients due to the endogeneity of financial development. Thus, we also report estimates using two-stage least squares (2SLS) with legal origin variables from La Porta et al. (1997, 1998) as the instruments as suggested by Beck et al. (2000) and Levine et al. (2000).

3. **Data Sources and Description**

This paper uses data mainly from Raddatz (2006), who shows that financial development exerts a significant causal effect in reducing industrial volatility via liquidity provision. Below, we provide a brief description of the relevant variables in country-industry level, industry level, and country level, respectively. More detailed explanation of the data appears in Raddatz (2006).

3.1 **Country-Industry Level Variables**

We measure industrial volatility at the country-industry level by the standard deviation of real value added growth for each 4-digit ISIC industry in each country. The whole sample consists of an unbalanced panel of 47 countries with data on at least 10 of 70 4-digit ISIC industries. The set of other control variables \((OC_{ik})\) includes the initial share of a sector in a country’s manufacturing value added to capture the likelihood that a more advanced (mature) industry is systematically more
stable, and the (logarithm of the) initial number of firms to capture the (law of large numbers) notion that industrial volatility lowers as the number of firms grows larger. To determine how the interactions between liquidity needs and financial development and its volatility affect sectoral volatility, we follow Raddatz (2006) and consider three potential measures: (i) the variance of the growth of real value added per firm, (ii) the variance of the growth in the number of firms, and (iii) the covariance between the growth of real value added per firm and the growth in the number of firms. Raddatz (2006) calculated all variables over the 1981-1998 period. The data come originally from the United Nations Industrial Development Organization, Industrial Statistics Database (UNIDO).

3.2 Industry Level Variables

The proxy measure of liquidity needs at the industry level uses US data from Compustat during the 1980-1989 period. We use as the main proxy for liquidity needs the ratio of inventories to sales, which represents the portion of sales revenue needed to finance inventory investment. Thus, a higher value of this ratio denotes a higher level of external liquidity needs. For robustness checks, we follow Raddatz (2006) and use four alternative proxies for liquidity needs -- (i) the cash conversion cycle, which equals the mean age of inventories plus the mean age of accounts receivables minus the mean age of accounts payable; (ii) the ratio labor cost to sales, which evaluates the ability of a firm to finance its ongoing labor cost from its sales revenue; (iii) the portion of short-term debt to sales, which appraises not only the real use of external liquidity but also the ability of a firm to pay its current liabilities through ongoing income, and (iv) the measure of external financial dependence, which equals the difference between investment and cash flow relative to investment.

---

3 Raddatz (2006, p. 684) borrows from Rajan and Zingales (1998) an indirect approach to measure liquidity needs. Both papers argue that the liquidity needs measure based on US industrial data can proxy for liquidity needs of a specific industry across all countries in the sample. This choice relies on two assumptions – technological factors explain differences in liquidity needs across industries and these technological factors persist across countries within industries. See Raddatz (2006) and Rajan and Zingales (1998) for more details.
3.3 Country Level Variables

The primary measure of country-level financial development (the size of the financial system) uses the ratio of private credit by deposit money banks and other financial institutions to GDP over the 1980-1998 period. Accordingly, financial volatility equals the standard deviation of the financial development over the same period. We also use the range (difference between the maximum and minimum values) of private credit to GDP over the period 1980-1998 as another indicator of financial volatility. Further, we consider two common measures of financial intermediary development -- liquid liabilities to GDP (the ratio of currency plus demand and interest-bearing liabilities of banks and other financial intermediaries to GDP) and deposit money banks assets to GDP. Likewise, the corresponding volatility measures equal their standard deviations.

To explore whether financial structure matters for the decrease or increase of growth volatility in industries with higher liquidity needs, we also consider three indicators of stock market development. The first indicator measures the size of the stock markets relative to the size of the economy (i.e., stock market capitalization to GDP, which equals the ratio of the value of listed shares to GDP). The second indicator measures the liquidity (or activity) of a stock market relative to its size (i.e., the stock market turnover ratio, which equals the ratio of the value of total traded shares to market capitalization). The third indicator measures the degree of liquidity that stock markets provide to the economy (i.e., stock market total value traded to GDP, which equals the ratio of total shares traded on the stock exchange to GDP). All the financial development data come from the Financial Development and Structure Database of Beck et al. (2000, 2010).

Finally, we interact liquidity needs with other macroeconomic determinants of growth volatility to determine if the effects of financial development and its volatility on the sectoral volatility continue to hold. Specifically, we consider four variables: (i) the level of economic development (Koren and Tenreyro, 2007) (i.e., the logarithm of real per capita GDP); (ii) the inflation rate (Blanchard and Simon, 2001) (i.e., the logarithmic difference in the GDP deflator); (iii) the government size (Fatás and Mihov, 2001; Andrés et al., 2008) (i.e., the ratio of...
government spending to GDP), and (iv) the trade openness (di Giovanni and Levchenko, 2009) (i.e., the ratio of imports plus exports to GDP). We average all macroeconomic variables over the 1980-1998 period, and the data come from the WDI (World Development Indicators, 2009). Furthermore, we also include the respective volatilities (measured by the standard deviations) of those four variables over the same period to assess whether the effects of financial volatility on growth volatility remain robust to the inclusion of other macroeconomic volatility variables.

Table 1 provides the basic statistics for the relevant variables and Table 2 displays detailed (country-level) figures of the primary measures of financial development (i.e., private credit) and stock market development along with their corresponding volatility measures. Note that, since the United States (US) data are used to calculate the external dependence, following Rajan and Zingales (1998, p. 574), we drop the US in all regressions.

4. Empirical Results

4.1 Financial Development and Volatility on Industrial Volatility

Table 3 reports empirical results from Model 1, where we regress industrial volatility (the standard deviation of real value added growth) across industries and countries onto the interaction terms of the industrial liquidity needs (inventories over sales), and country-level financial development (private credit to GDP) and its volatility (volatility of private credit to GDP). We include country and industry dummies to control for unobserved country-specific and industry-specific characteristics, but omit the findings for brevity. The even columns include two additional control variables -- (i) the initial share of a sector in a country’s manufacturing value added and (ii) the logarithm of the initial number of firms. We report three distinct sets of coefficients estimates. Columns (1) and (2) record the OLS results. Columns (3) and (4) show the 2SLS results with financial development instrumented by the legal origins of the country. Columns (5) and (6) present the 2SLS results with liquidity needs instrumented by the inventory-to-sales ratio measured in the 1970s in addition to the instrument of the legal origins of the country.
The first row of Table 3 shows that the estimated coefficients for the interaction term of liquidity needs and private credit to GDP are all significantly negative at the 1-percent level, irrespective of the set of conditioning variables or the estimation approach. These results confirm Raddatz’s (2006) hypothesis and findings that financial development reduces sectoral volatility in industries more reliant on external liquidity. Stated differently, financial underdevelopment raises the relative industrial volatility in those sectors that require large amounts of liquid funds to operate. To see the economic magnitude of the effect, the Differential Volatility section of Table 3 reports the estimated effect corresponding to an improvement in financial development from the 25th (the level of financial development of Colombia) to 75th (the level of financial development of Austria) percentile level on the difference in sectoral volatility between the industries located at the 25th (boxes of paper and paperboard industry, ISIC 3412) and 75th (electric industrial machinery industry, ISIC 3831) percentile levels of liquidity needs. Since financial development is probably an endogenous regressor, we discuss the empirical results using the 2SLS(I) approach as our benchmark with financial development instrumented by legal origin in each country. According to the estimates of columns (3) and (4), the magnitude of the standard deviation between these two industries decreases by 7.236 and 5.566 percentage points, without and with additional controlling variables, as a result of the improvement in financial development. Different estimation results such as OLS in columns (1) and (2) or 2SLS(II) in columns (5) and (6) with different instruments continue to confirm that the volatility-reduction effects of financial development remain economically large.

Second, our major contribution tests whether, given the level of financial development, the volatility of financial development plays a causal role in affecting the volatility of industries with higher liquidity needs. To do so, we interact the volatility of private credit to GDP with liquidity

---

4 Since we use more updated data (on Private Credit) over the 1980-1998 rather than 1980-1995 period as in Raddatz (2006), the ranking of the average level of financial development for each country differs from Raddatz’s (2006) ranking.
needs in the regressions. The second row of Table 3 presents our results with alternative specifications and estimation methods. The estimates for the interaction term are all significantly positive at the 1-percent level. That is, more financial volatility increases sectoral volatility across industries, especially those industries that depend more on external liquidity. In the Differential Volatility section, the parameters estimated by the 2SLS(I) in columns (3) and (4) indicate that an increase in the volatility of financial development is equivalent to moving from the extent of financial volatility of Tunisia (25th percentile) to the level of Hong Kong (75th percentile) increases the difference in standard deviation between the boxes of paper and paperboard industry and the electric industrial machinery industry by 3.225 and 2.757 percentage points, respectively, for the two specifications. Analogous calculations for the other columns further demonstrate that financial volatility exerts a significant positive causal influence on the industrial volatility. Thus, both the level and the stability of financial development exert independent effects on industrial volatility through the provision of liquidity needs. According to the estimates of the two Differential Volatility sections, in absolute values, the positive effect of financial volatility on industrial volatility roughly equals half of the negative effect of financial development on that volatility.

Two extra features deserve further discussion. First, irrespective of the estimation approach, the estimates for the additional controls all prove significantly negative at the 1-percent level, suggesting that industries with a larger initial share of manufacturing value added or a larger initial number of firms exhibit less volatility. Second, the Hansen-J test statistics for overidentification are all small and insignificant. We cannot reject the null hypothesis of the instruments validity (exogeneity) at conventional significance levels in any of the two 2SLS regressions. The estimates on the interactions ($\beta_1$ and $\beta_2$) by OLS are much smaller (in absolute values) than those obtained

---

5 As suggested in Raddatz (2006), we focus on the results obtained by the 2SLS(I) approach with only financial development instrumented by legal origins. In cases where the overidentification tests are rejected, we consider further instrumenting the liquidity needs variables by the inventory-to-sales ratio measured in the 1970s as the 2SLS(II) specification. In a few cases where the overidentification tests do not pass, we further instrument the measure of financial development with additional religion, years of independence, latitude, settler mortality, and ethnic fractionalization as suggested in McCaig and Stengos (2005).
by 2SLS. This finding probably reflects the attenuation bias caused by the use of imperfect indicators of financial development, financial volatility, and liquidity needs.

4.2 Stock Market Development and Volatility on Industrial Volatility

In addition to the growth effect of financial intermediary development, the literature also addresses the comparative role of financial structure (i.e., bank-oriented versus market-oriented financial system) in economic growth (e.g., Beck and Levine, 2002; Demirgüç-Kunt and Maksimovic, 2002; and Levine, 2002). The general message from this research suggests that economic growth depends on a well-developed financial system, but that the precise composition of the financial system is of second-order importance. Larrain (2006) and Raddatz (2006) show, however, that while both well-functioning financial intermediaries (banks) and arm’s-length stock markets can smooth volatilities of firms and industries, the financial intermediary development effect dominates the stock market development effect.6

The results reported in the first two rows of Table 4 confirm the view that the development of financial intermediaries plays a much more prominent role in the reduction of industrial volatility than the development of stock markets, measured by either stock market capitalization, the total value of traded stocks, or the stock market turnover ratio. The coefficients on the interaction term of liquidity needs and private credit to GDP in all regressions are significantly negative at the 1- or 5-percent levels. In contrast, although the coefficients on the interaction between liquidity needs and different measures of stock market development enter the regressions with a negative sign, the coefficients are generally insignificant. Thus, primarily the development of financial intermediaries (banks) rather than the development of stock markets lessens the volatility of industries with high liquidity needs. Stock markets play no or, at best, a weak role in determining sectoral volatility.

---

6 Larrain (2006) argues that the reduction of (idiosyncratic) volatility occurs mainly via countercyclical borrowing, and Raddatz (2006) argues that the volatility dampening mainly occurs through the provision of liquidity needs by financial development.
Our main contribution explores whether the volatilities of bank and stock market development relate to the volatility of industries with high liquidity needs. Thus, in addition to the interaction terms involving the volatility of private credit to GDP, we include an extra interaction term of industrial-level liquidity needs and three country-level measures of stock market development volatility -- the standard deviations of (i) stock market capitalization, (ii) the total value of stock market trades, and (iii) the stock market turnover ratio over the 1980-1998 period.

The results in the third row of Table 4 confirm our previous findings in Table 3 that the interaction of liquidity needs and volatility of private credit to GDP produces a significantly positive effect in all regressions, supporting the hypothesis that higher volatility of bank development increases industrial volatility more in sectors with higher liquidity needs. Economically, the Differential Volatility row shows that the magnitudes are sizable, but generally smaller than those reported in Table 3.

The fourth row of Table 4 reports the effects of alternative measures of volatility of stock market development on sectoral volatility. In contrast to the weak stock market effect on the sectoral volatility, the interaction between liquidity needs and each measure of stock market development volatility always enters the regression with a significantly positive effect at the 10-percent level or better. Thus, the empirical evidence shows that industries requiring higher liquidity exhibit larger growth volatility in countries with more volatile stock market development. The estimates indicate that the effects are also economically sizable. Taking stock market capitalization, for example, the estimated coefficients for stock market capitalization reported in columns (1) and (2) of Table 4 imply that the volatility differentials between the industries with liquidity needs at the 25th (boxes of paper and paperboard industry, ISIC 3412) and 75th (electric industrial machinery industry, ISIC 3831) percentile levels are approximately 1.109 and 0.832 percentage points higher, without and with extra controlling variables, in a country with the volatility of stock market capitalization at the 75th (the volatility of Chile) percentile compared with a country at the 25th (the volatility of Indonesia) percentile. The effects grow even larger when we
consider the total value of stock market trades and the stock market turnover ratio as volatility measures.

4.2 Decompositions of the Change in Industrial Volatility

The previous section demonstrates that better-developed financial intermediaries smooth the industrial volatility while more volatile financial intermediary development raises sectoral volatility in industries with higher liquidity needs. An equally interesting question examines how changes in industrial volatility occur. Raddatz (2006) notes three possible channels through which financial development can affect the industrial growth volatility of real value added -- (i) the change in the variance of real value added per firm growth, (ii) the change in the variance of number of firms growth, and/or (iii) the change in the covariance of real value added per firm growth and number of firms growth. Table 5 summarizes the estimation results of regressing these three dependent variables on the interaction of liquidity needs and private credit to GDP and the interaction of liquidity needs and the volatility of private credit to GDP, without and with additional conditioning information set.

The first row of Table 5 shows that the estimate on the interaction of liquidity needs and private credit to GDP is significantly negative at the 1-percent level when the dependent variable is either the variance of real value added per firm growth or the variance of number of firms growth, and significantly positive at the 5-percent or 10-percent levels when the dependent variable is their covariance. These results generally match Raddatz’s (2006) findings that the advance of financial development lowers both the variance of the real value added per firm growth and the variance of the number of firms growth, but raises the covariance between these two terms. The effect of financial development on the reduction of the volatility of real value added per firm growth substantially exceeds the corresponding effect on the other two components. Thus, deeper financial intermediation reduces sectoral volatility by providing liquidity to smooth fluctuations in real value added per firm growth and the number of firms growth, but the volatility-dampening effect of the first term is more important.
To examine the channels by which financial volatility affects the industrial volatility with high liquidity needs, we focus on the coefficient estimates on the interaction term of liquidity needs and volatility of private credit with alternative dependent variables. The results appear in the second row of Table 5. While significantly positive estimates exist on the interaction terms at the 5-percent level (or better) with the variance of the real value added per firm growth and/or the variance of the number of firms growth as the dependent variable, the coefficients become insignificantly negative for the covariance between real value added per firm growth and number of firms growth as the dependent variable. Accordingly, the evidence reveals that financial volatility raises industrial volatility by increasing the variance of the real value added per firm growth and the variance of the number of firm growth. The magnitudes of the parameter estimates suggest a similar pattern as in the case of financial development, the volatility-boosting effect of financial volatility comes mainly from smoothing fluctuations in the production of individual firms rather than reducing fluctuations in the number of firms.

5. Robustness Check

This section provides some robustness checks to assess whether our main findings continue to hold with alternative measures of certain key variables. First, we consider alternative proxies for financial development volatility. Specifically, we use the range, rather than the standard deviation, of private credit to GDP over the 1980-1998 period as another measure of financial volatility. We also consider the standard deviations of liquid liabilities and bank assets over the same period as alternative volatility proxies of financial development. These regressions reported in Table 6 demonstrate that financial (banks) development continues to exert a decrease in the volatility of industries with higher needs for external liquidity. All estimated coefficients are significantly negative. Likewise, the estimates on the interaction of liquidity needs with different financial volatility proxies are all significantly positive. Consequently, the results that financial development volatility plays an important role in raising industrial volatility appear robust to alternative financial development volatility measures.
Second, in Table 7, we assess whether our key results are robust to the use of four alternative measures of liquidity needs -- the cash conversion cycle (columns 1 and 2), the ratio of labor cost to sales (columns 3 and 4), the ratio of short-term debt to sales (columns 5 and 6), and external financial dependence (columns 7 and 8). We interact all these measures with private credit to GDP and its volatility and enter the regressions without and with additional information from the conditioning set. The first row of Table 7 shows that all coefficients on the interactions of the alternative measures of liquidity needs and private credit to GDP appear with a significantly negative effect at the 1-percent level, confirming that industries with higher liquidity needs display larger volatility in countries with less developed financial intermediaries. The second row of Table 7 reports the coefficients on the interaction of the volatility of private credit to GDP and alternative measures of liquidity needs. All coefficients prove significantly positive at the 1-percent level, suggesting that, irrespective of measures of liquidity needs, our main conclusion that financial volatility exerts an adverse (increasing) effect on the industrial volatility continues to hold.

Third, we investigate whether, by adding alternative macroeconomic determinants along with their corresponding volatilities, the significantly positive effect of financial volatility on industrial growth volatility persists. Table 8 reports the results. In particular, we include per capital real GDP and its volatility in column (1), inflation and its volatility in column (2), government spending and its volatility in column (3), trade openness and its volatility in column (4), and finally, all macroeconomic variables and their corresponding volatilities in column (5). The first row of Table 8 confirms that higher financial development reduces industrial growth volatility in sectors with higher liquidity needs. The coefficients are all significantly negative at the 5-percent level or better. The second row shows that all estimates on the variable of financial volatility are significantly positive at the 1-percent level, suggesting that unstable financial development raises growth volatility in industries that depend on more external liquidity. All results confirm our previous findings.
6. Conclusion

In an interesting paper, Raddatz (2006) provides strong and robust evidence, showing that the development of financial intermediaries and stock markets, primarily by smoothing fluctuations of growth in output per firm and secondly by reducing the volatility of the number of firms, reduces the growth volatility of industrial sectors with higher liquidity needs. As a complement, this paper investigates, given the level (mean) of financial development, whether the volatility (standard deviation) of financial development plays a role in affecting the industrial volatility.

Using the approach of Rajan and Zingales (1998) and the data provided by Raddatz (2006), we augment with additional measures on the financial development volatility and generate several interesting observations. First, significant empirical evidence supports the hypothesis that volatile financial development increases the industrial volatility in sectors with higher liquidity needs. Second, the adverse effect of financial volatility on industrial volatility mainly flows through the increase in fluctuations of the growth of real value added per firm, and then, to a lesser extent, through the increase in the volatility of the number of firms growth. Third, while the existing literature often finds that financial structure does not affect output growth, we report evidence that both volatilities of the banking system and stock markets positively and significantly associate with higher industrial volatility in sectors that depend on more external liquidity. Further analysis shows that our findings remain robust to different volatility measures of financial development, alternative indicators of liquidity needs, and the inclusion of key macroeconomic variables along with their volatilities.
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Table 1: Summary Statistics

<table>
<thead>
<tr>
<th>Country-Industry Level Variables</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min</th>
<th>Max</th>
<th>Obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard deviation of the growth of real value added</td>
<td>0.2710</td>
<td>0.1829</td>
<td>0.0291</td>
<td>1.0039</td>
<td>2463</td>
</tr>
<tr>
<td>Industry's initial share of total manufacturing value added</td>
<td>0.0159</td>
<td>0.0278</td>
<td>0.0000</td>
<td>0.4079</td>
<td>2463</td>
</tr>
<tr>
<td>Log of industry's initial number of firms</td>
<td>3.8464</td>
<td>1.8563</td>
<td>0.0000</td>
<td>10.0077</td>
<td>2381</td>
</tr>
<tr>
<td>Variance of real value added per firm growth</td>
<td>0.1073</td>
<td>0.1561</td>
<td>0.0000</td>
<td>1.4538</td>
<td>2410</td>
</tr>
<tr>
<td>Variance of number of firms growth</td>
<td>0.0405</td>
<td>0.0699</td>
<td>0.0000</td>
<td>0.6849</td>
<td>2410</td>
</tr>
<tr>
<td>Covariance of real value added per firm and number of firms growth</td>
<td>-0.0231</td>
<td>0.0506</td>
<td>-0.5247</td>
<td>0.0985</td>
<td>2333</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Industry Level Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inventories over sales</td>
</tr>
<tr>
<td>Cash conversion cycle</td>
</tr>
<tr>
<td>Labor costs over sales</td>
</tr>
<tr>
<td>Short-term debt over sales</td>
</tr>
<tr>
<td>External dependence</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Country Level Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>Private credit to GDP</td>
</tr>
<tr>
<td>Stock market capitaliztion</td>
</tr>
<tr>
<td>Volatility of private credit to GDP</td>
</tr>
<tr>
<td>Volatility of stock market capitalization</td>
</tr>
</tbody>
</table>

Note: The level (volatility) of banking development and stock market development is measured, respectively, by the mean (standard deviation) of the private credit by deposit money banks and other financial institutions over GDP and stock market capitalization over GDP during the 1980-1998 period. The data set is taken from Beck, Demirgüç – Kunt and Levine (2000, 2010). Detailed description of other variables can be found in Raddatz (2006).
<table>
<thead>
<tr>
<th>Country</th>
<th>Private Credit to GDP</th>
<th>Stock Market Capitalization</th>
<th>Volatility of Private Credit to GDP</th>
<th>Stock Market Capitalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.4758</td>
<td>0.5858</td>
<td>0.1794</td>
<td>0.1414</td>
</tr>
<tr>
<td>Austria</td>
<td>0.8203</td>
<td>0.1235</td>
<td>0.0875</td>
<td>0.0362</td>
</tr>
<tr>
<td>Bangladesh</td>
<td>0.1960</td>
<td>0.0288</td>
<td>0.0388</td>
<td>0.0242</td>
</tr>
<tr>
<td>Cameroon</td>
<td>0.2006</td>
<td>--</td>
<td>0.0851</td>
<td>--</td>
</tr>
<tr>
<td>Canada</td>
<td>0.8445</td>
<td>0.5896</td>
<td>0.0947</td>
<td>0.1670</td>
</tr>
<tr>
<td>Chile</td>
<td>0.5088</td>
<td>0.4781</td>
<td>0.0848</td>
<td>0.3217</td>
</tr>
<tr>
<td>Colombia</td>
<td>0.2903</td>
<td>0.0773</td>
<td>0.0476</td>
<td>0.0626</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.1562</td>
<td>0.0618</td>
<td>0.0411</td>
<td>0.0141</td>
</tr>
<tr>
<td>Côte d'Ivoire</td>
<td>0.3184</td>
<td>0.0637</td>
<td>0.0882</td>
<td>0.0254</td>
</tr>
<tr>
<td>Cyprus</td>
<td>0.8625</td>
<td>0.2086</td>
<td>0.2997</td>
<td>0.0427</td>
</tr>
<tr>
<td>Ecuador</td>
<td>0.2141</td>
<td>0.0894</td>
<td>0.0569</td>
<td>0.0303</td>
</tr>
<tr>
<td>Egypt</td>
<td>0.2577</td>
<td>0.1127</td>
<td>0.0614</td>
<td>0.0789</td>
</tr>
<tr>
<td>Fiji</td>
<td>0.3146</td>
<td>0.0392</td>
<td>0.0736</td>
<td>0.0124</td>
</tr>
<tr>
<td>Finland</td>
<td>0.6393</td>
<td>0.3400</td>
<td>0.1605</td>
<td>0.2286</td>
</tr>
<tr>
<td>France</td>
<td>0.8007</td>
<td>0.3426</td>
<td>0.0935</td>
<td>0.0956</td>
</tr>
<tr>
<td>Germany</td>
<td>0.9133</td>
<td>0.2501</td>
<td>0.0923</td>
<td>0.0811</td>
</tr>
<tr>
<td>Ghana</td>
<td>0.0365</td>
<td>0.1534</td>
<td>0.0182</td>
<td>0.1009</td>
</tr>
<tr>
<td>Greece</td>
<td>0.3464</td>
<td>0.0871</td>
<td>0.0454</td>
<td>0.0814</td>
</tr>
<tr>
<td>Honduras</td>
<td>0.2979</td>
<td>0.0780</td>
<td>0.0486</td>
<td>--</td>
</tr>
<tr>
<td>Hong Kong</td>
<td>1.4372</td>
<td>1.8584</td>
<td>0.1713</td>
<td>0.6014</td>
</tr>
<tr>
<td>Iceland</td>
<td>0.4027</td>
<td>0.1813</td>
<td>0.1047</td>
<td>0.0938</td>
</tr>
<tr>
<td>India</td>
<td>0.2323</td>
<td>0.1523</td>
<td>0.0152</td>
<td>0.1276</td>
</tr>
<tr>
<td>Indonesia</td>
<td>0.3219</td>
<td>0.0917</td>
<td>0.1622</td>
<td>0.1234</td>
</tr>
<tr>
<td>Jordan</td>
<td>0.6337</td>
<td>0.5562</td>
<td>0.0889</td>
<td>0.1201</td>
</tr>
<tr>
<td>Korea</td>
<td>0.8559</td>
<td>0.2323</td>
<td>0.2507</td>
<td>0.1541</td>
</tr>
<tr>
<td>Kuwait</td>
<td>0.5907</td>
<td>0.5930</td>
<td>0.2736</td>
<td>0.1863</td>
</tr>
<tr>
<td>Malaysia</td>
<td>0.9032</td>
<td>1.1932</td>
<td>0.2865</td>
<td>0.8221</td>
</tr>
<tr>
<td>Malta</td>
<td>0.6499</td>
<td>0.1108</td>
<td>0.2276</td>
<td>0.0629</td>
</tr>
<tr>
<td>Mauritius</td>
<td>0.3158</td>
<td>0.2866</td>
<td>0.0940</td>
<td>0.1288</td>
</tr>
<tr>
<td>Mexico</td>
<td>0.1751</td>
<td>0.1679</td>
<td>0.0760</td>
<td>0.1521</td>
</tr>
<tr>
<td>Netherlands</td>
<td>1.0964</td>
<td>0.7103</td>
<td>0.2936</td>
<td>0.3121</td>
</tr>
<tr>
<td>Norway</td>
<td>0.8680</td>
<td>0.2584</td>
<td>0.1134</td>
<td>0.0814</td>
</tr>
<tr>
<td>Panama</td>
<td>0.5115</td>
<td>0.1303</td>
<td>0.0980</td>
<td>0.0851</td>
</tr>
<tr>
<td>Peru</td>
<td>0.1224</td>
<td>0.1046</td>
<td>0.0762</td>
<td>0.0860</td>
</tr>
<tr>
<td>Country</td>
<td>Private Credit to GDP</td>
<td>Stock Market Capitalization</td>
<td>Volatility of Private Credit to GDP</td>
<td>Volatility of Stock Market Capitalization</td>
</tr>
<tr>
<td>------------------</td>
<td>-----------------------</td>
<td>-----------------------------</td>
<td>------------------------------------</td>
<td>-------------------------------------------</td>
</tr>
<tr>
<td>Philippines</td>
<td>0.3288</td>
<td>0.2883</td>
<td>0.1246</td>
<td>0.2920</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.6815</td>
<td>0.1117</td>
<td>0.1444</td>
<td>0.1108</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.9864</td>
<td>1.3202</td>
<td>0.1167</td>
<td>0.3520</td>
</tr>
<tr>
<td>Spain</td>
<td>0.7263</td>
<td>0.3104</td>
<td>0.0479</td>
<td>0.1228</td>
</tr>
<tr>
<td>Sri Lanka</td>
<td>0.1803</td>
<td>0.1306</td>
<td>0.0556</td>
<td>0.0554</td>
</tr>
<tr>
<td>Sweden</td>
<td>1.0232</td>
<td>0.6297</td>
<td>0.1782</td>
<td>0.2657</td>
</tr>
<tr>
<td>Trinidad and Tob</td>
<td>0.4786</td>
<td>0.2014</td>
<td>0.1007</td>
<td>0.1627</td>
</tr>
<tr>
<td>Tunisia</td>
<td>0.5852</td>
<td>0.1062</td>
<td>0.0604</td>
<td>0.0626</td>
</tr>
<tr>
<td>Turkey</td>
<td>0.1477</td>
<td>0.0652</td>
<td>0.0216</td>
<td>0.0594</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.8134</td>
<td>1.1233</td>
<td>0.3474</td>
<td>0.2373</td>
</tr>
<tr>
<td>Uruguay</td>
<td>0.2987</td>
<td>0.0109</td>
<td>0.0963</td>
<td>0.0014</td>
</tr>
<tr>
<td>Venezuela</td>
<td>0.3430</td>
<td>0.0819</td>
<td>0.1904</td>
<td>0.0539</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>--</td>
<td>0.1655</td>
<td>--</td>
<td>0.1034</td>
</tr>
</tbody>
</table>

Note: The level (volatility) of banking development and stock market development is measured, respectively, by the mean (standard deviation) of the private credit by deposit money banks and other financial institutions over GDP and stock market capitalization over GDP during the 1980-1998 period. The data set is taken from Beck, Demirgüç – Kunt and Levine (2000, 2010).
Table 3: The Level and Volatility of Financial Development on Sector Volatility

<table>
<thead>
<tr>
<th>Variables</th>
<th>OLS (1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquidity Needsi * Private Creditk</td>
<td>-0.904***</td>
<td>-0.694***</td>
<td>-1.984***</td>
<td>-1.526***</td>
<td>-2.188***</td>
<td>-1.764***</td>
</tr>
<tr>
<td></td>
<td>(-0.17)</td>
<td>(-0.17)</td>
<td>(-0.33)</td>
<td>(-0.31)</td>
<td>(-0.42)</td>
<td>(-0.40)</td>
</tr>
<tr>
<td></td>
<td>(0.55)</td>
<td>(0.52)</td>
<td>(0.92)</td>
<td>(0.85)</td>
<td>(1.10)</td>
<td>(1.03)</td>
</tr>
<tr>
<td>Industry's initial share of total manufacturing value addedik</td>
<td>-0.549***</td>
<td>-0.529***</td>
<td>-0.516***</td>
<td>-0.516***</td>
<td>-0.516***</td>
<td>-0.516***</td>
</tr>
<tr>
<td></td>
<td>(-0.13)</td>
<td>(-0.13)</td>
<td>(-0.13)</td>
<td>(-0.13)</td>
<td>(-0.13)</td>
<td>(-0.13)</td>
</tr>
<tr>
<td>Log of industry's initial number of firmsik</td>
<td>-0.028***</td>
<td>-0.027***</td>
<td>-0.027***</td>
<td>-0.027***</td>
<td>-0.027***</td>
<td>-0.027***</td>
</tr>
<tr>
<td></td>
<td>(-0.00)</td>
<td>(-0.00)</td>
<td>(-0.00)</td>
<td>(-0.00)</td>
<td>(-0.00)</td>
<td>(-0.00)</td>
</tr>
<tr>
<td>Country dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Differential Volatility: Private Credit to GDPk</td>
<td>-3.297</td>
<td>-2.531</td>
<td>-7.236</td>
<td>-5.566</td>
<td>-7.980</td>
<td>-6.434</td>
</tr>
<tr>
<td>P-value of overidentification test</td>
<td>[0.285]</td>
<td>[0.123]</td>
<td>[0.397]</td>
<td>[0.691]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observations</td>
<td>2315</td>
<td>2239</td>
<td>2315</td>
<td>2239</td>
<td>2286</td>
<td>2210</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the standard deviation of real value added growth \( \sigma_{V_{it}} \) during the 1981-1998 period for each 4-digit ISIC industry in each country. Liquidity Needs \( LN_i \) is the median ratio of total inventories over annual sales for U.S. corporate firms in each 4-digit industry between 1980-1989. The level and volatility of banking development \( DEV_k \) and \( V_k \) are, respectively, measured by the mean and standard deviation of the private credit by deposit money banks and other financial institutions over GDP (Private Credit and Volatility of Private Credit) over the 1980-1998 period. Columns 1 and 2 display the OLS results, Columns 3 and 4 present the 2SLS results when banking development is instrumented using a country’s legal origin, and columns 5 and 6 report the 2SLS results when banking development is instrumented using a country’s legal origin and the liquidity needs is instrumented using the ratio of inventory to sales observed during the 1970s. The Differential Volatility measures the difference in sectoral volatility between an industry at the 75th percentile level of liquidity needs with respect to an industry at the 25th percentile level when it is located in a country at the 75th percentile of (the volatility of) banking development rather than in one at the 25th percentile. Country and industry fixed effects are included in all regressions but not reported. The heteroskedasticity-robust standard errors are reported in parentheses. *** indicates significant at 1% level.
Table 4: Financial Structure and Financial Volatilities on Sector Volatility

<table>
<thead>
<tr>
<th>Variables</th>
<th>Stock Markets Development&lt;sub&gt;k&lt;/sub&gt; Measured as</th>
<th>Stock Market Capitalization</th>
<th>Total Value Traded Stock</th>
<th>Stock Market Turnover Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Private Credit&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-1.209***</td>
<td>-1.137***</td>
<td>-1.208***</td>
<td>-1.016**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.25)</td>
<td>(-0.24)</td>
<td>(-0.43)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Stock Market Development&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.364</td>
<td>-0.056</td>
<td>-0.814*</td>
<td>-0.593</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.33)</td>
<td>(-0.32)</td>
<td>(-0.45)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Private Credit&lt;sub&gt;k&lt;/sub&gt;</td>
<td>2.035***</td>
<td>1.928***</td>
<td>2.845***</td>
<td>2.771***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.62)</td>
<td>(0.58)</td>
<td>(0.91)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Stock Market Development&lt;sub&gt;k&lt;/sub&gt;</td>
<td>1.543***</td>
<td>1.157**</td>
<td>1.026**</td>
<td>0.804*</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.59)</td>
<td>(0.58)</td>
<td>(0.49)</td>
</tr>
<tr>
<td>Industry's initial share of total manufacturing value added&lt;sub&gt;ik&lt;/sub&gt;</td>
<td>-0.545***</td>
<td>-0.560***</td>
<td>-0.535***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.13)</td>
<td>(-0.13)</td>
<td>(-0.13)</td>
</tr>
<tr>
<td>Log of industry's initial number of firms&lt;sub&gt;ik&lt;/sub&gt;</td>
<td>-0.027***</td>
<td>-0.027***</td>
<td>-0.026***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-0.00)</td>
<td>(-0.00)</td>
<td>(-0.00)</td>
</tr>
<tr>
<td>Country dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Differential Volatility: Volatility of Private Credit&lt;sub&gt;k&lt;/sub&gt;</td>
<td>1.552</td>
<td>1.471</td>
<td>2.17</td>
<td>2.114</td>
</tr>
<tr>
<td>Differential Volatility: Volatility of Stock Market Development&lt;sub&gt;k&lt;/sub&gt;</td>
<td>1.109</td>
<td>0.832</td>
<td>1.328</td>
<td>1.041</td>
</tr>
<tr>
<td>P-value of overidentification test</td>
<td>[0.183]</td>
<td>[0.152]</td>
<td>[0.569]</td>
<td>[0.224]</td>
</tr>
<tr>
<td>Observations</td>
<td>2250</td>
<td>2174</td>
<td>2194</td>
<td>2118</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the standard deviation of real value added growth ($V_{ik}^{G}$) during the 1981-1998 period for each 4-digit ISIC industry in each country. The level and volatility of stock markets development ($DEV_{k}^{SM}$ and $V_{k}^{SM}$) are, respectively, measured by the mean and standard deviation of (i) stock market capitalization as a ratio of GDP, (ii) stock markets total value traded over GDP, and (iii) stock market turnover ratio during the 1980-1998 period. All results are obtained using the 2SLS approach with alternative set of instrumental variables. Please see the footnote of Table 3 for other related information. ***, **, and * indicates significant at 1%, 5% and 10% level, respectively.
Table 5: Decompositions of the Change in Industrial Volatility

<table>
<thead>
<tr>
<th>Variables</th>
<th>Variance of Real Value Added per Firm Growth</th>
<th>Variance of Number of Firms Growth</th>
<th>Covariance of Real Value Added per Firm and Number of Firms Growth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Liquidity Need ( s_i ) * Private Credit ( k )</td>
<td>(-1.671^{***})</td>
<td>(-1.397^{***})</td>
<td>(-0.678^{***})</td>
</tr>
<tr>
<td></td>
<td>(-0.39)</td>
<td>(-0.38)</td>
<td>(-0.16)</td>
</tr>
<tr>
<td>Liquidity Need ( s_i ) * Volatility of Private Credit ( k )</td>
<td>(2.956^{***})</td>
<td>(2.679^{***})</td>
<td>(1.119^{**})</td>
</tr>
<tr>
<td></td>
<td>(1.03)</td>
<td>(1.00)</td>
<td>(0.44)</td>
</tr>
<tr>
<td>Industry’s initial share of total manufacturing value added ( i_k )</td>
<td>-0.201</td>
<td>0.003</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>(-0.13)</td>
<td>(0.05)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>Log of industry’s initial number of firms ( i_k )</td>
<td>(-0.025^{***})</td>
<td>(-0.012^{***})</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.00)</td>
<td>(-0.00)</td>
<td></td>
</tr>
<tr>
<td>Country dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P-value of overidentification test</td>
<td>[0.287]</td>
<td>[0.563]</td>
<td>[0.042]</td>
</tr>
<tr>
<td>Observations</td>
<td>2285</td>
<td>2162</td>
<td>2285</td>
</tr>
</tbody>
</table>

Note: The dependent variable \( V C_{ik}^{19} \) is (i) the variance of real value added per firm growth, (ii) the variance of number of firms growth, and (iii) the covariance of real value added per firm growth and number of firms growth, respectively, during the 1981-1998 period for each 4-digit ISIC industry in each country. Please see the footnote of Table 3 for other related information. ***, **, and * indicates significant at 1%, 5% and 10% level, respectively.
### Table 6: Alternative Volatility Measures of Banks Development

<table>
<thead>
<tr>
<th>Variables</th>
<th>Volatility of Bank Development(_{ik}) Measured as</th>
<th>Volatility of Bank Development(_{ik}) Measured as</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range of Private Credit</td>
<td>Standard Deviation of Liquid Liabilities</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Liquidity Need(<em>{i}) * Bank Development(</em>{k})</td>
<td>-2.300***</td>
<td>-1.803***</td>
</tr>
<tr>
<td></td>
<td>(-0.38)</td>
<td>(-0.36)</td>
</tr>
<tr>
<td>Liquidity Need(<em>{i}) * Volatility of Bank Development(</em>{k})</td>
<td>1.754***</td>
<td>1.506***</td>
</tr>
<tr>
<td></td>
<td>(0.34)</td>
<td>(0.32)</td>
</tr>
<tr>
<td>Industry's initial share of total manufacturing value added(_{ik})</td>
<td>-0.525***</td>
<td>-0.473***</td>
</tr>
<tr>
<td></td>
<td>(-0.13)</td>
<td>(-0.14)</td>
</tr>
<tr>
<td>Log of industry's initial number of firms(_{ik})</td>
<td>-0.027***</td>
<td>-0.027***</td>
</tr>
<tr>
<td></td>
<td>(-0.00)</td>
<td>(-0.00)</td>
</tr>
<tr>
<td>Country dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>P-value of overidentification test</td>
<td>[0.688]</td>
<td>[0.345]</td>
</tr>
<tr>
<td>Observations</td>
<td>2315</td>
<td>2239</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the standard deviation of real value added growth ($\bar{\sigma}_i V_{ik}^0$) during the 1981-1998 period for each 4-digit ISIC industry in each country. Banking development is proxied by (i) the average of Private Credit (Columns 1 and 2), (ii) the average of Liquid Liabilities (Columns 3 and 4), and (iii) the average of Banks Assets (Columns 5 and 6), during the 1980-1998 period, respectively. Banking volatility is measured by (i) the range of Private Credit (Columns 1 and 2), (ii) the standard deviation of Liquid Liabilities (Columns 3 and 4), and (iii) the standard deviation of Banks Assets (Columns 5 and 6), over the period 1980-1998, respectively. Please see the footnote of Table 3 for other related information. *** and ** indicate significant at 1% and 5%, respectively.
Table 7: Alternative Liquidity Needs Indicators

<table>
<thead>
<tr>
<th>Variables</th>
<th>Liquidity Needs Measured as</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cash Conversion Cycle</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
</tr>
<tr>
<td>Liquidity Needs (_i) * Private Credit (_k)</td>
<td>-0.302***</td>
</tr>
<tr>
<td></td>
<td>(-0.06)</td>
</tr>
<tr>
<td>Liquidity Needs (_i) * Volatility of Private Credit (_k)</td>
<td>0.656***</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
</tr>
<tr>
<td>Industry's initial share of total manufacturing value added (_i)</td>
<td>-0.497***</td>
</tr>
<tr>
<td></td>
<td>(-0.13)</td>
</tr>
<tr>
<td>Log of industry's initial number of firms (_i)</td>
<td>-0.027***</td>
</tr>
<tr>
<td></td>
<td>(-0.00)</td>
</tr>
<tr>
<td>Country dummies</td>
<td>Yes</td>
</tr>
<tr>
<td>Industry dummies</td>
<td>Yes</td>
</tr>
<tr>
<td>P-value of overidentification test</td>
<td>[0.322]</td>
</tr>
<tr>
<td>Observations</td>
<td>2286</td>
</tr>
</tbody>
</table>

Note: The dependent variable is the standard deviation of real value added growth (\(V_{ik}^{G}\)) during the 1981-1998 period for each 4-digit ISIC industry in each country. Liquidity Needs (\(LN_i\)) is measured alternatively by: (i) the cash conversion cycle (Cash Conversion Cycle), which equals the mean age of inventories plus the mean age of accounts receivables minus the mean age of accounts payable, (ii) the ratio labor cost to sales (Labor Cost), which evaluates the ability of a firm to finance its ongoing labor cost from its sales revenue, (iii) the portion of short-term debt to sales (Short-Term Debt), which appraises not only the real use of external liquidity but also the ability of a firm to pay its current liabilities through ongoing income, and (iv) the measure of external financial dependence (External Dependence), which is defined as the difference between investment and cash flow relative to investment. Please see the footnote of Table 3 for other related information. *** indicates significant at 1% level.
Table 8: Alternative Controlling Variables

<table>
<thead>
<tr>
<th>Variables</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Private Credit&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-2.464***</td>
<td>-2.104***</td>
<td>-2.060***</td>
<td>-1.772***</td>
<td>-3.096**</td>
</tr>
<tr>
<td></td>
<td>(-0.82)</td>
<td>(-0.66)</td>
<td>(-0.79)</td>
<td>(-0.53)</td>
<td>(-1.56)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Private Credit&lt;sub&gt;k&lt;/sub&gt;</td>
<td>3.323***</td>
<td>4.555***</td>
<td>4.796***</td>
<td>3.045***</td>
<td>3.021***</td>
</tr>
<tr>
<td></td>
<td>(0.91)</td>
<td>(1.26)</td>
<td>(1.54)</td>
<td>(0.85)</td>
<td>(1.10)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Log Per Capita GDP&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.139</td>
<td></td>
<td></td>
<td></td>
<td>0.150</td>
</tr>
<tr>
<td></td>
<td>(-0.11)</td>
<td></td>
<td></td>
<td></td>
<td>(0.19)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Log Per Capita GDP&lt;sub&gt;k&lt;/sub&gt;</td>
<td>0.420***</td>
<td></td>
<td></td>
<td></td>
<td>0.327*</td>
</tr>
<tr>
<td></td>
<td>(0.14)</td>
<td></td>
<td></td>
<td></td>
<td>(0.17)</td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Inflation&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.042</td>
<td></td>
<td></td>
<td>-0.055</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.14)</td>
<td></td>
<td></td>
<td>(-0.17)</td>
<td></td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Inflation&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.069</td>
<td></td>
<td></td>
<td>-0.098</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.11)</td>
<td></td>
<td></td>
<td>(-0.13)</td>
<td></td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Government Spending&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.022</td>
<td></td>
<td></td>
<td>-0.467*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.28)</td>
<td></td>
<td></td>
<td>(-0.27)</td>
<td></td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Gov't Spending&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.154</td>
<td></td>
<td></td>
<td>-0.172</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.14)</td>
<td></td>
<td></td>
<td>(-0.15)</td>
<td></td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Trade Openness&lt;sub&gt;k&lt;/sub&gt;</td>
<td>0.428*</td>
<td></td>
<td></td>
<td>0.275</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.26)</td>
<td></td>
<td></td>
<td>(0.20)</td>
<td></td>
</tr>
<tr>
<td>Liquidity Needs&lt;sub&gt;i&lt;/sub&gt; * Volatility of Trade Openness&lt;sub&gt;k&lt;/sub&gt;</td>
<td>-0.034</td>
<td></td>
<td></td>
<td>0.253</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-0.14)</td>
<td></td>
<td></td>
<td>(0.20)</td>
<td></td>
</tr>
</tbody>
</table>

Other Controls  | Yes      | Yes      | Yes      | Yes      | Yes      |
Country dummies | Yes      | Yes      | Yes      | Yes      | Yes      |
Industry dummies | Yes      | Yes      | Yes      | Yes      | Yes      |
P-value of overidentification test | [0.729]   | [0.680]  | [0.907]  | [0.575]  | [0.842]  |
Observations     | 2210     | 2210     | 2210     | 2157     | 2157     |

Note: The dependent variable is the standard deviation of real value added growth \( \left( V_{it}^{\text{V}} \right) \) during the 1981-1998 period for each 4-digit ISIC industry in each country. Please see the footnote of Table 3 for other related information. 

***, ** and * indicates significant at 1%, 5% and 10%, respectively.