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Abstract: 

 
This paper explores the mean-reverting behavior of the unemployment rate using monthly 
geographically disaggregated data for the period 1991:01 through 2012:02. We apply both 
standard unit-root tests and tests that allow for one and two structural breaks in the mean. We 
find evidence that favors both unit-root and stationary processes. No series exhibits stationarity 
around a constant mean, which does not support the traditional natural-rate hypothesis, but about 
half of the series exhibit stationarity around a shifting mean. For these series, we find that the 
break occurs at the Great Recession. To complement the unit-root analysis, we also examine the 
behavior of the series using the Bai and Perron methods to detect multiple regimes at unknown 
points of time. We find that the Great Recession also altered the persistence of the 
unemployment rate series over the identified regimes. In general, the values of the estimated 
persistence within regimes decrease between those regimes, implying faster absorption of shocks 
later in the sample period.  
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1. Introduction 

Since the seminal paper of Nelson and Plosser (1982), researchers continue to debate whether the 

unemployment rate follows a mean-reverting or a random walk with drift process. The traditional 

natural-rate hypothesis, as originally formulated by Phelps (1967) and Friedman (1968), 

maintains that the unemployment rate fluctuates around a constant long-run equilibrium rate (the 

natural rate) and that any deviation of the actual unemployment rate from the natural rate 

dissipates in the long run. As a result, the dynamics of the unemployment rate exhibit a mean-

reverting, I(0), process. Thus, the need for policy action proves less compelling, since the 

unemployment rate eventually returns to its equilibrium level. Subsequent developments revise 

the traditional hypothesis suggesting that the natural rate of unemployment may change over 

time as a result of changes in the structure of the economy (Phelps, 1994; Phelps and Zoega, 

1998). Thus, the structuralist version of the natural-rate hypothesis contends that the 

unemployment rate fluctuates around a long-run equilibrium level, but this equilibrium level 

experiences occasional, but persistent, structural changes. As a result, the dynamics of 

unemployment rate remain an I(0) process, but a process that reverts to a mean that shifts over 

time.  

In contrast to the traditional and structuralist natural-rate hypotheses, the hysteresis 

hypothesis (Blanchard and Summers, 1986) questions the existence of a long-run equilibrium 

level and emphasizes that movements in the unemployment rate exhibit a long-term persistence 

(Blanchard and Summers, 1987). Shocks that affect the unemployment rate exert permanent 

effects, shifting the unemployment rate equilibrium from one level to another. Thus, in the 

hysteresis process, the unemployment rate perpetuates itself, sustained by the erosion of human 

capital, skill mismatches in the labor market resulting from structural change, disincentive effects 
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originating from the welfare system, and insider/outsider processes.1 The unemployment rate 

rises or falls in response to shocks and fails to return to its previous equilibrium level. 

Consequently, if the hysteresis hypothesis holds, the dynamics of the unemployment rate follows 

an I(1), a non-stationary, or unit-root2 process. A high unemployment rate, if left alone, may 

persist and constitute a serious problem even in the long run. Thus, the hysteresis hypothesis 

requires policy measures to return the unemployment rate to its former lower level. 

A sizable and growing empirical literature tests for the existence of a unit root in the 

unemployment rate. The findings prove mixed for European countries. Blanchard and Summers 

(1986, 1987), Brunello (1990), Mitchell (1993), Jaeger and Parkinson (1994), and Roed (1996), 

among others, employ conventional univariate unit-root tests to examine unemployment rates in 

European countries and conclude that these unemployment rates exhibit hysteresis. On the other 

hand, Arestis and Mariscal (2000) and Papell, et al. (2000) report results that mostly reject the 

hysteresis hypothesis. Panel unit-root tests reveal results that contradict the univariate tests. For 

example, Song and Wu (1997, 1998), Lee, et al. (2001), and Camarero and Tamarit (2004) find 

strong rejections of the hysteresis hypothesis for OECD countries. Empirical findings on US 

unemployment rates also prove mixed. Mitchell (1993), Breitung (1994), and Hatanaka (1996) 

find evidence that favors non-stationarity, while Nelson and Plosser (1982), Perron (1988), and 

Xiao and Phillips (1998) report evidence that favors stationarity. 

This paper provides new evidence on the nature and stochastic properties of the 

unemployment rate dynamics from a sub-national, local standpoint rather than a national 

                                                           
1 Roed (1997) provides an in-depth survey of the theoretical models developed to explain the sources of hysteresis. 
2 Granger (2010) argues that the analysis of bounded, non-stationary, time-series data remains an important unsolved 
issue. A non-stationary unemployment rate proves problematic, since, strictly speaking, a bounded variable in the 
interval [0,1] cannot display random-walk movement in the long run. Over relatively short time spans, however, the 
unemployment rate may follow an untrended I(1) process. See, for example, León-Ledesma and McAdam (2004), 
and Brunello, et al. (2000).  
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perspective, although, for comparison purposes, we also apply the analysis to the national 

unemployment rate. We contribute to the empirical unemployment literature in three ways.  

First, we examine the hysteresis hypothesis using unemployment rates measured at the 

Metropolitan Statistical Area (MSA) level. Metropolitan economies’ boundaries depend on 

economic and market criteria, unlike regions, states, and counties (Drennan, 2005), and their 

economic interdependencies cut across jurisdictional boundaries.3 Research at the disaggregated 

MSA level receives little, if any, attention in the literature,4 but can offer an important and 

interesting perspective of the structure of the US labor market. Several reasons justify this 

approach. One, the labor market dynamics differ across MSAs and, consequently, the national 

labor market dynamics aggregates heterogeneous local dynamics (Decressin and Fatás, 1995).5 

Two, MSA-specific shocks probably trigger different adjustment mechanisms than national 

                                                           
3 As defined by the US Office of Management and Budget, a Metropolitan Statistical Area (MSA) contains a core 
area with a large population nucleus, together with adjacent communities exhibiting a high degree of economic and 
social integration with that core. To qualify as an MSA, the geography must contain a core urban area with a 
population of 50,000 or more. 
4 The vast majority of the existing literature examines the dynamics of the unemployment rate from a national 
aggregate point of view (i.e., apply unit-root tests to the US unemployment rate). A few analyses use state-level data 
in conjunction with panel unit-root tests. Song and Wu (1997, 1998), using the Levin, et al. (2002) panel unit-root 
test, find that hysteresis does not characterize the unemployment rate dynamics of the US states. Leon-Ledesma 
(2002) reach similar conclusions, using the Im, et al. (2003) panel unit-root test. Cheng, et al. (2012), on the 
contrary, employing the PANIC method that permits cross-sectional dependence between the US states, find strong 
evidence of hysteresis in state-level data, especially when the tests include the new data from the recent recession. 
Clemente, et al. (2005) use national and state-level data to construct panels for the nine divisions and four regions 
considered by the US Census. They provide evidence against a unit root for the US economy and most of the US 
states. The evidence against a unit root weakens when considering the Census nine divisions, and even weaker when 
considering the four Census regions. They conclude, therefore, suggesting that the time-series properties of the 
unemployment rate may depend, among other things, on the assumed level of disaggregation.  
5To ascertain the extent to which changes in the unemployment rate are common to all MSAs, we regress, following 
Blanchard and Katz (1992), the change in the unemployment rate for each MSA against the change in US aggregate 
unemployment rate. We find that changes in MSA unemployment rates respond positively and significantly to 
changes in the national unemployment rate. In two MSAs (Detroit and Miami), the response displays a more than 
proportional effect; in eleven MSAs (Atlanta, Boston, Cleveland, Dallas, Denver, Las Vegas, Minneapolis, Phoenix, 
San Diego, San Francisco, and Seattle), the response displays a less than proportional effect; in the remaining MSAs 
(Charlotte, Chicago, Los Angeles, New York, Portland, and Tampa), the response displays an equiproportional 
effect. The average adjusted R-square for the unemployment rate regressions equals 0.51. Hence, on average, only 
51 percent of the changes in MSA unemployment rates are common to all areas. Atlanta and Minneapolis exhibit the 
lowest adjusted R-square (0.34 and 0.38, respectively), while Dallas, San Francisco and Seattle exhibit the highest 
adjusted R-square (0.71, 0.62, and 0.62, respectively).  
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shocks. We expect, for example, substantially more migration movements between MSAs in 

response to MSA-specific shocks than between the US and other countries in response to nation-

specific shocks. Three, analyzing only the nationwide unemployment rate may conceal important 

disparities that exist between unemployment rates at the MSA level. Although the evolution of 

the unemployment rates in the local level may relate to each other, their movements may also 

exhibit much different patterns. Differences in population, stocks of human capital, and 

industrial composition in different regions may prevent national economic shocks from affecting 

the MSAs in an undifferentiated manner. Even within a highly developed country like the US, 

large differences in wages, labor force participation rates, and employment rates across local 

labor markets still exist (see, e.g., Partridge and Rickman, 1995, 1997; Murphy and Payne, 

2002). Thus, the analysis of the unemployment rate dynamics at the MSA level proves important 

not only per se, but also because differences in unemployment rates, together with differences in 

labor productivity and participation rates, exert a significant influence on inequalities in local per 

capita income. 6 

Second, we use a sample that incorporates data from the financial crisis of 2007 to 2008 

and the resulting recession, where the US economy lost more than 7.5 million jobs, and the 

unemployment rate peaked at more than 10 percent in 2009, persisting near this level through 

2010 and 2011. This represents the most substantial shock to the US unemployment rate since 

the Great Depression. The Great Recession witnessed the sharp and widespread increase in the 

unemployment rate across the US. Every metropolitan region experienced significant increases 

in unemployment and the average MSA saw the unemployment rate nearly double between 2007 
                                                           
6 Drennan, et al. (2004) consider sigma convergence of per capita personal income and average wages for 24 MSAs 
in the US from 1969 to 2001. They conclude “…income convergence among metropolitan economies is not 
decreasing.” (p. 583). This finding contradicts the prior literature’s finding of “…convergence in per-capita incomes 
across U.S. states from 1880 to 1980 is one of the most striking relationships in macroeconomics” (Ganong and 
Shoag, 2012, p. 2.). 
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and 2009. Possibly even more important, unemployment duration more than doubled from the 

previous peak in the post-WWII period. Since the recent crisis in the US labor markets represents 

a rare event not seen since the Great Depression, the most recent data may highlight alternative 

ways to view the dynamics of unemployment rates (Cheng, et al., 2012). Accordingly, we 

explore the role of the Great Recession in defining the stochastic properties of the unemployment 

series. An open question remains as to whether the Great Recession will leave a permanent mark 

on the unemployment rate. Did the Great Recession change the underlying stochastic properties 

of the unemployment rate series in any important way? Did the Great Recession shock cause 

permanent effects on the unemployment rate, or did the Great Recession shock cause only 

temporary movements of the unemployment rate around its equilibrium level?  

From standard unit-root tests, one concludes that either all shocks cause permanent 

effects or all shocks dissipate over time. Standard unit-root tests do not allow for the possibility 

that while most shocks dissipate, a few remain as permanent shocks. These are the shocks 

generated by structural breaks. The behavior of the US unemployment rate and the MSAs’ 

unemployment rates before and after the Great Recession suggest that the underlying process 

may experience structural breaks. A structural break in a series biases results towards not 

rejecting the null hypothesis of a unit root. The potential for structural breaks in economic time 

series means that constant-parameter unit-root models may not adequately describe their 

stochastic characteristics.7 We implement the unit-root tests of Perron and Vogelsang (1992) and 

Clemente, et al. (1998), which account, respectively, for single and double shift in the mean of 

the unemployment series, and are appropriate for non-trending data. 

Third, admittedly, no reason exists for restricting the analysis to one or two breaks, as 
                                                           
7 A number of empirical applications of unit-root models of the unemployment rate with structural change exist that 
establish their empirical relevance over the constant parameter alternatives (Papell, et al., 2000; Arestis and 
Mariscal, 1999, 2000; Ewing and Wunnava, 2001; Romero-Ávila and Usabiaga, 2007). 

http://www.highbeam.com/Search?searchTerm=author%3a%22Romero-Avila%2c+Diego%22&orderBy=Date+DESC
http://www.highbeam.com/Search?searchTerm=author%3a%22Usabiaga%2c+Carlos%22&orderBy=Date+DESC
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reason exists to restrict the analysis only to shifts in the mean. One limitation of unit-root 

analysis is the assumption of constant persistence. Using an alternative econometric framework, 

we also examine whether the Great Recession affected the persistence of the unemployment rate. 

Did the Great Recession change the order of integration of the unemployment rate series, or did 

persistence before and after the Great Recession remain consistent with a unit root in the 

unemployment rate? To answer these questions requires that we first measure the persistence of 

the unemployment rate and to assess whether it changed over time. The persistence of the 

unemployment rate before and after the Great Recession is of substantial policy interest.8 The 

correct categorization of the unemployment rate series into I(0) and I(1) segments, if they exist, 

proves relevant to adopting the appropriate monetary and fiscal policies. Accordingly, we report 

the results of tests for discrete breaks in the parameters of AR(1) models fit to metropolitan and 

aggregate unemployment rates, using the multiple structural breaks model developed by Bai and 

Perron (1998, 2003). 

Our findings yield important new insights into the three outstanding issues in the 

economics of the unemployment rate. First, using unit-root tests that allow for one and two 

structural breaks, we find stationarity subject to structural breaks in the level only in about half 

of the metropolitan unemployment rate series and in the US aggregate. For the remaining series, 

we find non-stationarity, even after allowing for structural breaks. In other words, MSA 

unemployment rates revert to a shifting mean in about half of the cases whereas the 

unemployment rates follow hysteretic behavior in the other half of the MSAs. Second, we find 

evidence that the unemployment rate shock produced by the Great Recession caused an upward 
                                                           
8 Since employment is an essential condition for most households to meet their financial obligations, rising local 
unemployment rates can cause rising mortgage defaults and foreclosures. That is, the unemployment rate positively 
associates with mortgage delinquency (Campbell and Dietrich, 1983), mortgage default (Capozza, et al., 1997; 
Deng, et al., 2000; Pennington-Cross and Ho, 2010; Quercia, et al., 2012), mortgage default risk (Quercia, et al., 
2012), and mortgage foreclosure (Elmer and Seelig, 1999). 
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structural shift in the underlying mean of all the metropolitan rates as well as the US aggregate. 

That is, the Great Recession proved a common structural break in all unemployment rate series. 

Third, we find substantial evidence that the unemployment rate persistence varies markedly over 

the identified regimes. The unemployment rate series exhibit instability, and this instability 

manifests itself in both the level and the persistence parameters of the stochastic process. 

Moreover, these findings also show both changes in persistence within subsamples delimited by 

the structural breaks of the stationary full-sample region and significant shifts from the full-

sample stationary region to stationary subsamples  also delimited by structural breaks. 

The rest of the paper follows a standard outline. The next section contains a summary of 

the data. Section 3 reports the findings of various unit-root tests without structural breaks for the 

unemployment rates of the different MSAs. Section 4 reports the findings of unit-root tests with 

structural breaks. Section 5 presents estimates of the level of persistence, using the multiple 

regression model with structural changes proposed by Bai and Perron (1998, 2003). The most 

significant and consistent finding of this paper is that the Great Recession represents a unique 

structural change that for many series defines a switching from a non-stationary regime to a 

stationary regime. Section 6 concludes. 

2. Data and Descriptive Statistics 

We use monthly unemployment rates for twenty MSAs across the US, namely, Atlanta, Boston, 

Charlotte, Chicago, Cleveland, Dallas, Denver, Detroit, Las Vegas, Los Angeles, Miami, 

Minneapolis, New York, Phoenix, Portland, San Diego, San Francisco, Seattle, Tampa, and 

Washington, DC. For comparison purposes, we also include the national unemployment rate. 

The sample data covers the period from January 1991 to February 2012 (with the exception of 

Dallas, which starts in January 2000), yielding 254 observations. We measure all unemployment 
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rate series in percent. The original seasonally unadjusted data come from the U.S. Department of 

Labor (Bureau of Labor Statistics). We seasonally adjust the original data, using the X-11 

seasonal adjustment procedure. In this regard, we follow most of the extant literature in the field. 

Table 1 reports descriptive statistics (mean, maximum, minimum, standard deviation, 

skewness and kurtosis) and the Jarque-Bera normality statistic for the twenty metropolitan and 

US unemployment rate series. Detroit and Washington, DC display the highest and lowest 

unemployment rate averages and standard deviations, respectively. Eight MSAs (Chicago, 

Cleveland, Detroit, Las Vegas, Los Angeles, Miami, New York, and Portland) possess an 

average unemployment rate higher than the national rate and five MSAs (Cleveland, Dallas, 

Minneapolis, New York, and Washington DC) possess an unemployment rate standard deviation 

less than the national standard deviation. The data display evidence of non-normality with all 

series recording statistically significant skewness and excess kurtosis. Moreover, we 

overwhelmingly reject the null hypothesis of normally distributed data, using the Jarque-Bera 

(1980) test, for all series. The intensity of unemployment rate differences between the twenty 

MSAs appears evident when we compare the maximum and minimum values of the 

unemployment rate. Detroit, as expected, displays the highest difference (12.8), followed by Las 

Vegas (10.9), Charlotte (10.2), and Tampa (9.5). With the exception of Cleveland, Dallas, New 

York, and Washington, the difference between the maximum and the minimum values in all 

MSAs exceeds the corresponding difference in the US aggregate rate. 

Figure 1 graphs the movement of the unemployment rates for the 20 series as well as for 

the national aggregate. The different individual series do not behave exactly the same across 

time. A cursory examination of Figure 1 suggests that most unemployment rate series exhibit at 

least one structural break. In all series, the striking feature is the sharp response of the 
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unemployment rates to the Great Recession. Whether this feature of Figure 1, perceptible in the 

graphical representation, accounts for a permanent effect on the unemployment rate is not 

immediately obvious. The visual inspection of the time-series graphs also supports a finding that 

commonly emerges from empirical studies: unemployment rates appear quite persistent. 

3. Standard Unit-Root Tests 

3.1  Tests for Unit Roots without Structural Breaks 

We first test for unit roots without accounting for structural changes. Let tU  represent the 

unemployment rate for t = 1, 2, …, T. We specify the data generating process for tU  by a first-

order autoregressive process, AR(1): 

ttt UU ερα ++= −1 ,         (1) 

where α  and ρ  are parameters and tε  is a Gaussian white-noise error term. Following most of 

the existing literature (e.g., Roed, 1996; Murray and Papell, 2000; León-Ledesma, 2002), we do 

not include a time trend in equation (1) because a trend would prove inconsistent with a long-run 

positive, but non-accelerating, unemployment rate. We capture the persistence of past values of 

the unemployment rate 1tU −  on the current value tU  by the parameter ρ . When 1 1ρ− < < , the 

unemployment rate is a stationary series evolving towards its steady state value 
1
αµ
ρ

=
−

, and 

any shock to the unemployment rate dissipates over time. Fluctuations from the natural rate are 

transitory. If, on the other hand, ρ =0, shocks to the unemployment rate show no persistence at 

all, and the unemployment rate is a white-noise process around the mean α . In this case, shocks 

to local labor markets are completely absorbed within the single period and do not spill over into 

the next. When 1ρ = , however, the unemployment rate is a non-stationary time series, and the 

stochastic process modeled by equation (1) is a unit-root process. Here, shocks cause persistent 
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drift and exert permanent effects on the long-run level of the unemployment rate. Since the 

unemployment rate is a bounded variable, the a priori belief suggests non-stationarity of the 

unemployment rate. The results of the standard unit-root tests, however, suggest the opposite.  

We apply the Augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1979; Dickey 

and Fuller, 1981) and the Phillips-Perron (PP) test (Phillips and Perron, 1988) to each MSA 

unemployment rate series and to the US aggregate unemployment rate. The ADF test for non-

trending data uses the following auxiliary regression: 

1 1
1

k

t t j t t
j

U U c Uα λ ε− −
=

∆ = + + ∆ +∑ ,      (2) 

where 1−−=∆ ttt UUU , and 1−= ρλ . The null and alternative hypothesis are, respectively, 

0:0 =λH  and 0:1 <λH . Rejection of the null hypothesis implies that the unemployment rate 

reverts to its mean (i.e., stationary around a constant mean). Then, as an alternative, we also 

implement the Kwiatkowski, et al. (KPSS, 1992) test for the null hypothesis of stationarity. 

Table 2 reports the findings. 

In sum, the results of the ADF, PP, and KPSS tests support the existence of hysteresis in 

the unemployment rate both at the local and the national levels. These findings imply that the 

MSA and the US unemployment rate series do not fluctuate around a constant mean.9 This, in 

turn, rejects the traditional natural-rate hypothesis and suggests that metropolitan labor market 

shocks are not short-lived.  

These tests suffer from low power when the autoregressive parameter approaches unity 

                                                           
9 Allowing for a time trend in the data makes the failure to reject the unit-root hypothesis even stronger. The trend 
variable is generally insignificant, but significant and positive for two unemployment rate series, Charlotte and 
Minneapolis. One may ask whether the linear trend specification correctly models the behavior of the 
unemployment rate. Note that the significance of the trend for the Charlotte and Minneapolis disappears when the 
sample exclude the later years of the Great Recession, which suggests that the trend conceals some changes in the 
mean in an increasing direction. 

http://www.sciencedirect.com/science/article/pii/S0144818812000063#bib0135
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(DeJong et al., 1992; Elliot, et al., 1996) and display significant size distortions in the presence 

of a large negative MA root (Ng and Perron, 1995). Consequently, to address the concerns of 

low power and size distortions, we also perform the four modified tests (M-tests) developed by 

Ng and Perron (2001), which address both problems and exhibit maximum power against I(0) 

alternatives.10 These test statistics are modified forms of the Phillips and Perron (1988) Zα and 

tZ statistics, the Bhargava (1986) 1R  statistic, and the Elliott, Rothenberg, and Stock (1996) point 

optimal statistic. Table 3 reports the findings. Once again, individual tests show that we cannot 

reject the null of a unit root (or, in the case of KPSS, soundly reject the null of stationarity) in the 

unemployment rate series based on MSA data as well as the US unemployment rate, an average 

of regional unemployment rate series.11 The standard unit-root outcomes indicate that the effect 

of a shock on MSA unemployment rate will last for a long time, with the negative effects that 

can impose on the economy. 

3.2 Robustness Checks: Panel Unit-Root Tests 

Due to its potential usefulness, and for completeness, we also test for unit roots in a balanced 

panel, excluding Dallas. As is well known, panel unit-root tests exhibit the additional benefits of 

exploiting information contained in the cross-section variation of the series that frequently 

proves successful in finding evidence of stationarity that does not appear in univariate methods 

(see, e.g., Camarero, et al., 2006; Christopoulos and León-Ledesma, 2007). We do not find, 

however, this outcome. The more powerful panel unit-root tests deliver unambiguous evidence 

that support our univariate results. We cannot reject the panel unit-root null hypothesis by the 

IPS test (Im, et al., 2003; W-statistic = -1.075, p-value = 0.141), the Fisher versions of the ADF 
                                                           
10 See Ng and Perron (2001) and Perron and Ng (1996) for a detailed description of these tests. 
11 Our findings differ from those reported in Song and Wu (1997), who find significant evidence against a unit root 
in the unemployment rate of 48 US states. Our results do not compare directly with Song and Wu (1997), since they 
use annual data from 1962-1993.  
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and PP tests (Maddala and Wu, 1999; ADF-Fisher Chi-square  = 40.787, p-value = 0.435; PP-

Fisher Chi-square = 14.827, p-value = 0.999), and the Choi versions of the ADF and PP tests 

(Choi, 2001; ADF-Choi Z-statistic = -0.875, p-value = 0.191; PP-Choi Z-statistic = 2.584, p-

value = 0.995).12 Similarly, we reject the joint stationarity hypothesis of the Hadri test (Hadri, 

2000; HC Z-statistic = 14.243, p-value = 0.000).  

Pesaran (2007) shows, however, that these panel unit-root tests prove valid only 

assuming that the error terms do not exhibit cross-sectional dependence. Independence does not 

represent a realistic assumption, given that the unemployment rates of different MSAs, especially 

contiguous MSAs, may correlate contemporaneously. We confirm that cross-sectional 

dependence exists in our data using a test from Pesaran (2004). Pesaran’s CD test rejects the null 

hypothesis of cross-sectional independence (Chi-square: 152.979, p-value =0.000). Thus, we also 

implement Pesaran’s CADF test (Pesaran, 2007), which also fails to reject the unit root. The 

CADF test also fails to reject the unit root. Since the p-values of the test depend on the lag order, 

we test the null using 1 to 6 lags. The p-values vary from a minimum of 0.190 for lag 1 to a 

maximum of 0.761 for lag 2. 

Finally, we also consider the Nyblom and Harvey (2000) test for common stochastic 

trends. The Nyblom and Harvey test adopts stationarity under the null. The test, however, 

possesses the major advantage of incorporating cross-sectional dependence in the panel 

estimation. Having stationarity of unemployment rates as the null, rather than the alternative, 

proves desirable because of the difficulty that panel unit-root tests face in deciding whether the 

natural-rate hypothesis is supported. The findings from this test generally match the substance of 

the previous findings. The Nyblom and Harvey statistics are, respectively, 39.368 (assuming iid 

                                                           
12 One should exercise some caution in interpreting these results. The null hypothesis states that all the series exhibit 
unit-root processes, and this hypothesis is violated with even only one stationary series. 
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RW errors), and 10.082 (allowing for a nonparametric adjustment for the long-run variance with 

3 lags). This result remains robust to the choice of the bandwidth parameter (m = 2, 4, 6). We 

summarily reject the null hypothesis of zero common trends among all the metropolitan 

unemployment rate series.  

Two possible reasons may explain the failure to reject the unit root in the unemployment 

rate series. First, these results emerge because the unemployment rate series do contain a unit 

root and the unemployment rates in the twenty metropolitan regions do follow a hysteretic 

process. Second, the non-rejection of the unit-root hypothesis may reflect the presence of 

important structural changes or discontinuities that disguise the stationarity in the series (Perron, 

1989; Perron and Vogelsang, 1992). That is, the unemployment rate series may experience 

structural breaks. If true, then standard stationarity tests can fail to reject the null hypothesis of a 

unit root. Much evidence exists to show that standard unit-root tests possess poor discriminatory 

power when applied to time series with structural breaks (Perron, 1989; Zivot and Andrews, 

1992; Perron and Vogelsang, 1992; Clemente, et al., 1998; Lee and Strazicich, 2003, 2004). 

Consequently, the low power of the standard unit-root tests may produce the finding of non-

stationarity. 

3.3  Tests for Parameter Instability and Structural Change 

To explore this possibility, we apply the Elliott and Müller (2006) quasi-Local Level test (qLL) 

to the first-order autoregressive model of the unemployment rates.13 The test proves efficient for 

general persistence in time variation in regression coefficients, and permits single or multiple 

structural breaks, time-varying parameters, and heteroskedasticity. We adopt the Elliott-Müller 

test because it does not require a detailed description of the specific form of parameter 
                                                           
13 The use of the first-order autoregressive representation to capture the dynamics of a time series is not without 
precedents. See, for example, Patton and Timmermann (2012), Stock and Watson (2002), and Diebold and Kilian 
(2000). 
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instability. Paye and Timmermann (2006) find that the Elliott and Müller (2006) test exhibits 

relatively good size properties with a highly persistent explanatory variable. Elliot and Mueller 

(2006) show that, asymptotically, no power improvement occurs from specifying a typically 

unknown law of motion. Moreover, the test remains valid for general specifications of the error 

term and requires no trimming of the data. The test compares the stable regression model with a 

vector of constant regression parameters ( )β β=  to the unstable alternative where β  depends 

on time ( )tβ β= . For further details, including the derivation of the test statistic, see Elliott and 

Müller (2006).  

Table 4 reports the results of the Elliott-Müller (2006) test, which rejects the null 

hypothesis of parameter stability for 18 of the 20 MSA series and for the US series at the 1-

percent level. For Cleveland and Minneapolis, the exceptions, the test rejects structural stability 

only at the 5-percent level.  

To assess the robustness of these findings, we also apply the Quandt and Andrews Sup-

Wald test to consider breaks in both the intercept and the coefficient on the lagged dependent 

variable (Quandt, 1960; Andrews, 1993b). We use the White heteroskedasticity estimator with 

finite degree of freedom correction. We compute asymptotic p-values using Hansen (1997) 

method. Table 5 reports the results of the Sup-Wald test, providing a broadly consistent 

conclusion as those in Table 4. In particular, we reject the null hypothesis of stability for both the 

intercept and the coefficient of lagged unemployment rate at the 5-percent level, except for 

Cleveland and Minneapolis. In addition, the structural break dates identified by the Sup-Wald 

test concentrate in 2008, except for Cleveland and Minneapolis, where the break date occurs in 

2001 and 2006, respectively. Thus, the evidence supports significant persistent time variation. 

These findings confirm the basic working hypothesis that the MSA unemployment rate series 
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conform to stochastic processes contaminated by structural breaks and, thus, provide motivation 

for further analysis. 

4. Unit-Root Tests and Structural Change 

The unit-root tests reported in Section 3 assume that the data come as realizations of a linear 

process with no structural discontinuities in the data generating process. If a data series contains 

structural breaks, conventional tests fail to reject the unit-root hypothesis because they cannot 

distinguish structural breaks from non-stationarity. The stochastic permanent shifts mimic the 

effect of a persistent shock. Thus, the non-stationarity identified in the previous section may 

reflect neglected structural changes (Perron, 1989). When structural breaks exist in the time 

series, they share features similar to unit-root processes. Visual inspection of the graphs of the 

unemployment rate series in Figure 1 suggests that this feature forms an important characteristic 

of the MSA labor markets of the last 20 or so years. A vast literature explains how to model 

structural breaks when testing for unit roots. Notable studies in this regard include, among 

others, Zivot and Andrews (1992) and Perron and Vogelsang (1992) single-break unit-root tests, 

Lumsdaine and Papell (1997) and Clemente, et al. (1998) two-break unit-root tests, and Lee and 

Strazicich (2003, 2004) minimum Lagrange-Multiplier one- and two-break unit-root tests.  

We consider two complementary tests for unit roots in non-trending time series 

characterized by structural breaks. The possible breaks occur at an unknown time and, therefore, 

the models estimate the break points endogenously. First, we employ the testing method of 

Perron and Vogelsang (1992) that allows for a single structural break in the mean. Enders (2004) 

argues that Perron and Vogelsang unit-root tests are more appropriate for uncertain break dates. 

Furthermore, Shrestha and Chowdhury (2005) argue that, in the case of a structural break, the 

testing power of the Perron-Vogelsang unit-root test dominates the Zivot-Andrews (1992) test. 
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Second, we employ the Clemente, et al. (1998) testing method, which extends the Perron and 

Vogelsang approach for non-trending data, to allow for two structural breaks in the mean.  

4.1 Tests for Unit Roots with One Structural Break in the Mean 
 

Perron and Vogelsang (1992) propose a class of test statistics which entails two singular forms of 

structural break: the Additive Outlier (AO) model, where structural breaks occur instantaneously, 

and the Innovational Outlier (IO) model, where changes occur gradually over time. We use the 

Innovational Outlier (IO) model. Figure 1 shows that the changes in unemployment rates do not 

occur suddenly, but take place gradually over time. Papell and Prodan (2006) also argue that the 

Innovational Outlier (IO) proves more appropriate for macroeconomic aggregates. In the 

Innovational Outlier (IO) case, the Perron-Vogelsang test statistic for the presence of a unit root 

emerges from estimating the following ADF-type regression for each possible break date: 

1
1

k

t t t t i t i t
t

U DTB dDU U c Uµ δ ρ ε− −
=

∆ = + + + + ∆ +∑ ,    (3) 

where tDU  (=1, if t TB> , and 0 otherwise) is an intercept-shift parameter and tDTB  (=1, if 

1t TB= + , and 0 otherwise) is a pulse variable. TB  represents the break date (i.e., the time period 

when the mean changes). TB  is given by ,  where 0 1Tλ λ< < , implying that the test does not 

exist at the end points of the sample. 

Table 6 displays the results of applying the IO model to test the null of a unit root against 

the alternative of stationarity around a shifting mean. In stark contrast to the standard unit-root 

results, the Perron-Vogelsang test significantly rejects more of the unit-root null hypotheses. 

While the no-break models fail to reject the unit-root null in all twenty metropolitan series and 

the national series at the 5-percent level, the IO model rejects the null hypothesis of unit root in 

favor of stationarity with a single mean shift for Las Vegas and Phoenix at the 1-percent level, 
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for Charlotte, Chicago, San Francisco, Seattle and Washington at the 5-percent level, and for 

Boston, Miami, Tampa, and the US aggregate at the 10-percent level. The timing of the break is 

also important. The Perron-Vogelsang model provides a consistently uniform answer regarding 

the timing of the structural break. For both the stationary series and the non-stationary series, the 

break almost uniformly occurs at 2008:3, with the exception of Minneapolis, where the break 

occurs at 2008:1. The effect of the structural break is positive and significant in all cases, which 

captures the rise in the mean unemployment rate in the US aggregate and the twenty MSAs rates 

during the Great Recession. These results suggest that not all shocks exert transitory effects on 

the unemployment rate, and provide evidence that supports both unit-root and stationary 

processes subject to a structural break. For the non-stationary MSAs, no reversion to the mean 

occurs, and all shocks, including the Great Recession, exert permanent effects on the 

unemployment rate. For the stationary MSAs, most shocks cause temporary movements of the 

unemployment rate around the equilibrium level, but one shock, the 2008 Great Recession, 

caused a permanent change in the equilibrium rate. 

4.2 Tests for Unit Roots with Two Structural Breaks in the Mean 

The previous analysis only captures the single most significant break in the unemployment rate 

series. The behavior of the unemployment rate series over our sample period, however, may 

include more than a single shift. As Ben-David, et al. (2003) observe, just as the failure to allow 

for one break can cause the standard unit-root tests to fail to reject the unit-root null, the failure 

to allow for two breaks, if they exist, can also cause non-rejection of the unit-root null by the 

tests that only incorporate one break. Following Perron and Vogelsang (1992), Clemente, et al. 

(1998) develop a unit-root test that allows for two breaks and applies to both the AO and IO 

models. Clemente, et al. (1998) provide a detailed discussion. 
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If the two breaks belong to the IO model, the unit-root hypothesis involves finding the 

minimum t-ratio on the autoregressive parameter for testing 0α =  for all break-time 

combinations of the following model: 

1 1 2 2 1 1 2 2 1
1

k

t t t t t t i t i t
i

U DTB DTB d DU d DU U U eµ δ δ α θ− −
=

∆ = + + + + + + ∆ +∑ , (4) 

where itDU  (=1, for 1,  2i = , if it TB> , and 0 otherwise) is an intercept-shift parameter and 

itDTB  (=1, for 1,  2i = , if 1it TB= + , and 0 otherwise) is a pulse variable. 1TB  and 2TB  represent 

the time periods when the mean changes. Clemente, et al. (1998) assume, for simplicity, that iTB  

equals ,  0 1i iTλ λ< < , which implies that the test does not exist at the end points of the sample, 

and 2 1λ λ> , which eliminates those cases where breaks occur in consecutive periods. 

The test rejects the null hypothesis of a unit root, if α  differs significantly from zero. In 

this case, the unemployment rate follows a stationary process around the two structural breaks. 

All but two shocks (the breaks) cause temporary movements of the unemployment rate. On the 

other hand, if α  does not differ significantly from zero, then the unemployment rate follows a 

non-stationary process and any shock exerts permanent effects on the long-run level of the 

unemployment rate.  

Table 7 records the findings of the Clemente, et al. (1998) test with double mean shifts 

based on the IO model. We use a 5-percent trimming value and specify the maximum number of 

lags to 12. We expect that allowing for possibly two breaks will provide further evidence against 

the unit-root hypothesis. This occurs only for Los Angeles, where we reject the null hypothesis 

of unit root at the 5-percent level. This difference in results occurs probably because of the bias 

from omitting the second break variable, and demonstrates the effect of allowing two breaks 

instead of one. We reject the null hypothesis of a unit root for Charlotte and Las Vegas at the 1-
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percent level, for Phoenix at the 5-percent level, and for Chicago, Los Angeles, and Washington 

at the 10-percent level. For San Francisco, Seattle, and Tampa, and the US aggregate, we cannot 

reject the null of non-stationarity around a double break, but we do reject the unit-root hypothesis 

in these cases in favor of a stationary unemployment rate with just one break. The tests generally 

find two structural breaks except for San Francisco and Seattle, where the first break is not 

significant. What probably causes structural breaks? The two breaks are intuitively appealing 

because they roughly correspond to the years associated with the recessions of 1991, 2000, and 

the Great Recession.  

The date of the first break varies but clusters in the early and mid-1990s or in the early 

and mid-2000. Twelve MSA unemployment rate series (Atlanta, Boston, Chicago, Las Vegas, 

Los Angeles, New York, Phoenix, San Diego, San Francisco, Seattle, Tampa, and Washington, 

DC) and the US unemployment rate series exhibit a significant structural break in the early to 

mid-1990s. In all cases, this structural break exhibits a significant negative effect, possibly 

reflecting the fall in the unemployment rate in the nineties. Thus, not every break associates with 

a US recession. Six MSA unemployment rate series (Charlotte, Dallas, Denver, Detroit, Miami, 

Minneapolis, and Portland) experience a significant structural break in the early to mid-2000s, 

possibly reflecting the recession of early 2000s. The break exhibits a significant positive effect in 

five MSAs (Charlotte, Denver, Detroit, Minneapolis, and Portland), but a significant negative 

effect in two series (Dallas and Miami). Only for one MSA (Cleveland) is the first break not 

significant. The dates of the first break also differ across the metropolitan economies, suggesting 

that the causes behind the first break probably reflect local and more idiosyncratic factors. 

The second break, instead, proves consistently positive and highly significant and, most 

importantly, occurs during the recent financial crisis and Great Recession. Such structural change 
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provides a common ground for the second break in all MSAs. Only two dates occur -- 2008:3 in 

16 cases (Boston, Charlotte, Chicago, Cleveland, Dallas, Detroit, Las Vegas, Los Angeles, 

Miami, Minneapolis, Phoenix, Portland, San Diego, San Francisco, Tampa, and Washington) and 

the US aggregate, and 2008:8 in four cases (Atlanta, Denver, New York, and Seattle). This 

almost exact uniformity suggests in the second mean shift during the financial crisis and Great 

Recession proves the dominate break, since both the Perron and Vogelsang (1992) and 

Clemente, et al. (1998) unit-root tests generate the same outcome.  

These results, as in the single break case, however, also provide evidence that favors both 

unit-root and stationary processes subject to two structural breaks. This, in turn, suggests that the 

response of metropolitan labor markets differ. For the non-stationary MSAs, no reversion to the 

mean occurs, since all shocks, including the Great Recession, exert permanent effects on the 

unemployment rate. For the stationary MSAs, instead, most shocks produce temporary 

movements of the unemployment rate around its equilibrium level, but two shocks, one in the 

nineties and one in 2008, caused two permanent changes in the long-run equilibrium rate. 

Overall, the combined results of the Clemente, et al. (1998) and Perron and Vogelsang (1992) 

tests validate the structuralist version of the natural-rate hypothesis for the US and for 12 of the 

20 MSAs. In these cases, the unemployment rate reverts to the mean, where the mean moves 

between regimes (i.e., the unemployment rate reverts to a mean that shifts over time).  

Finally, the extent of the mean shift varies across the metropolitan regions, suggesting 

that metropolitan labor markets responded differentially to the Great Recession. A strong 

response occurs in Las Vegas, Atlanta, Los Angeles, Chicago and Phoenix while a weak 

response occurs in Boston, Cleveland, New York, Minneapolis, and Washington, suggesting that 

the Great Recession exerted a heterogeneous effect on the metropolitan labor markets. In the 
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next section, we verify these results using the approach of Bai and Perron (1998, 2003). 

5. Testing for Multiple Regimes 

The prior analysis suggests that the unemployment rate series experienced one or two mean 

breaks with the dominant break occurring in 2008:03, which coincides with the financial crisis 

and the Great Recession. Did the Great Recession shift not only the mean but also the persistence 

of the unemployment rate series? Non-constant persistence is another important feature of 

economic time series (see Perron, 2006; Kruse, 2010). This section addresses this last question. 

Changing persistence in time-series models means that a structural change from non-

stationarity to stationarity, or vice versa, occurs over time, implying that the unemployment rate 

appears stationary during some time periods and follows a unit-root process during others. In 

such cases, the change does not preserve the stationarity property of the data. Another 

empirically relevant possibility sees a stable shift in persistence, a structural change of the 

persistence parameter within the region of stationarity. In such cases, the data generating process 

proves stationary, I(0), throughout the whole sample, but significant changes in the persistence 

parameter occurs over the sample.14  

To maintain consistency with the previous empirical analysis, we adopt a first-order 

autoregressive model to describe the unemployment rate series, and allow for m structural breaks 

(m + 1 regimes) in the level and in the persistence of the series. That is, 

ttjjt UU ερα ++= −1 ,       (5) 

for j = 1, …, m + 1, and 1 1,  ...,  j jt T T−= + , with the convention that 00 =T  and TTm =+1 , where 

jα  and jρ  are the regression coefficients for the jth regime. In this model, the unconditional 
                                                           
14 Changes of persistence in macroeconomic variables occur frequently. Kim (2000) and Leybourne, et al. (2003) 
review the main literature. Non-constant persistence occurs in inflation (Barsky, 1987; Burdekin and Siklos, 1999), 
interest rates (Mankiw, et al., 1987), government budget deficits (Hakkio and Rush, 1991), and real output (Delong 
and Summers, 1988). 

http://www.sciencedirect.com/science/article/pii/S0304407603002823#BIB19
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mean of the unemployment rate equals 1
j

j
j

αµ ρ= −  and the persistence equals the 

autoregressive parameter 1≤jρ . tU  is stationary, or mean-reverting, if 1<jρ , while tU  is a 

unit-root process, if 1=jρ . A structural change occurs when jj αα ≠+1  and jj ρρ ≠+1 . Special 

breaks occur when 1=jρ  and 11 <+jρ , where the series switches from I(1) to I(0), and when 

1<jρ  and 1 1jρ + = , which the series switches from I(0) to I(1).  

Equation (5) permits m breaks that manifest themselves by shifts in the intercept and the 

persistence parameter of the autoregressive process (i.e., all coefficients can change over time). 

Thus, we test the models as pure structural-change specifications. We explicitly treat the break 

points as unknown and estimate along with the unknown coefficients. The first break occurs at 

1T  so that the duration of the first regime runs from t = 1 to t = 1T  and the duration of the second 

regime runs from 11 +T  to 2T , and so on. Because the mth break occurs at t = mT , the last regime 

runs from 1+mT  to T , the end of the data set. We note that this model permits breaks in the 

mean through jµ  and breaks in the persistence through jρ . The unit-root testing approach 

outlined in the previous sections is more restrictive, since it only permits changes in the level.  

Bai and Perron (1998, 2003) propose a procedure to test for multiple endogenous 

structural breaks as well as to identify the number and most likely timing of such breaks. The 

estimation method considered by Bai and Perron (1998) uses the least-squares principle. 

Following Perron (1997), but using a modified notation, and considering the case of a pure 

structural break model where all coefficients can change, we obtain the least squares estimators 

of jµ  and jρ  for each m-partition ( 1T , …, mT ) by minimizing the sum of the squared residuals: 
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Let jµ̂  and jρ̂  denote the estimated set of parameters on the given m-partition ( 1T , …, mT ). 

That is jµ̂ = jµ̂ ( 1T ,…, mT ), and jρ̂ = jρ̂ ( 1T ,…, mT ).  

Corresponding to the specific set of parameters jµ̂  and jρ̂  and for an m-partition ( 1T ,…,

mT ), we calculate a minimized sum of squared residuals, denoted as 1( ,  ...,  )T mS T T , by 

substituting the values of jµ̂  and jρ̂  into the objective function, equation (6). The estimated 

break points ( 1̂T , …, mT̂ ) imply that ( 1̂T , …, mT̂ ) = arg min 1( ,  ...,  )T mS T T , where we minimize 

over all partitions ( 1T ,…, mT ). The estimated regression parameters associate with the m-partition 

( 1̂T , …, mT̂ ) and correspond to the estimates for each of the respective regimes. Since the break 

points are discrete parameters and can only assume a finite number of values, we can estimate 

them by a grid search algorithm. The computational complexity of the conventional grid search 

algorithm, however, is of the order )( mTO , which represents a formidable task when m > 2. Bai 

and Perron (2003) develop an algorithm based on dynamic programming that limits the 

computational cost to )( 2TO  for any number of structural changes m.  

A number of alternative methods exist for determining the optimal number of breaks. Bai 

and Perron (1998, 2003) propose three different procedures: (i) the Bayesian Information 

criterion (BIC) suggested by Yao (1988) and Kim (2000); (ii) the modified BIC criterion 

discussed by Liu, et al. (1997) (LWZ); and (iii) the sequential procedure (SP). The sequential 

procedure itself uses four tests for multiple breaks: (i) the SupF(m) test, which considers the null 

hypothesis of no breaks (m = 0) versus the alternative of a fixed (arbitrary) number of breaks (m 

= k); (ii) and (iii) two double maximum tests of the null hypothesis of no structural break (m = 0) 
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versus the alternative of an unknown number of breaks given some upper bound M (1 ≤ m ≤ M) 

[the first double maximum test (UD max test) equals a weighted version of the second test (WD 

max test), applying weights that depend on the number of regressors and the significance level of 

the test); and (iv) the ( 1 )SupF l l+ test, which tests sequentially the null hypothesis of l breaks 

versus the alternative of l + 1 breaks.  

Hall, et al. (2012) note that the information criteria dominate the Bai and Perron (1998) 

sequential approach, since  they directly compare the global minimizers of the sum of squared 

residuals across different number of breaks. Bai and Perron (1998) acknowledge that a 

comparison of the respective global minimized sum of squared residuals for l+1 and l breaks 

would work well, but they, nevertheless, employ the ( 1 )SupF l l+ test due to the tractability of its 

asymptotic distribution.  

Paye and Timmerman (2006) note that cases exist where the sequential procedure selects 

no breaks when obvious evidence of multiple breaks exists, which is also acknowledged by Bai 

and Perron (2003). Kim (2000) finds that the BIC detects the true number of breaks accurately 

even for an integrated DGP of order one. The Bai and Perron (1998) sequential procedure, on the 

other hand, requires stationarity of the series. Moreover, the data considered in our study exhibit 

characteristics that differ significantly from the data generating mechanisms considered by Bai 

and Perron (2006). We know that the unemployment rate exhibits high persistence, and Prodan 

(2008) shows that the sequential procedure contains serious size distortions with highly 

persistent data. In particular, it fails to distinguish between persistence and structural breaks.  

To circumvent these problems, we approach the question of detecting the optimal number 

of breaks using the information criteria. Nevertheless, we recognize that information criteria can 

also lead to poor inference on the number of breaks (Bai and Perron, 2006). Regarding the choice 
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of the information criterion, Wang (2006) shows that the BIC performs better than the LWZ. 

Kruse (2010) finds that in the presence of a lagged dependent variable, the BIC exhibits better 

properties than LWZ. Bai and Perron (2003) indicate that the BIC works well when actual breaks 

exist, but less so under the null hypothesis of no breaks. Conversely, the LWZ criterion works 

better with no actual breaks present, but less so with actual breaks present. We explore the 

former case, since we possess information, from unit-root analysis, to suggest that breaks do 

exist. For these reasons, we choose to work with the BIC. For a given model of m breaks, the 

BIC criterion is defined as follows: 

( ) ( )2 ln
ˆ( ) ln ( ) 1

T
BIC m m m q m p

T
σ= + + + +   ,    (7) 

where m is the number of breaks, q is the number of parameters affected by the break, p is the 

number of parameters not affected by the breaks, and 2ˆ ( ) ( ) /m RSS m Tσ = . 

In applied work, we need to specify the maximum number of breaks. We allow up to 5 

breaks or, equivalently, at most 6 unemployment rate regimes in the sample period. The 

procedure also requires that we specify the minimum regime size (i.e., the minimum number of 

observations between breaks). We follow the conventional practice and impose a trimming value 

15 percent so that each regime contains at least 15 percent of the observations.15 The trimming 

specification determines the maximum possible number of breaks as well as the minimum 

regime size. In our case, we set the maximum number of breaks to 5 and allow for a minimum 

length of 38 months between consecutive breaks. Table 8 reports the number of structural breaks 

as well as the estimated break dates and their 95-percent confidence intervals using the BIC 

                                                           
15 Trade-offs exist for choosing the appropriate trimming value. Trimming the data too much leaves fewer possible 
break locations (more observations in each segment), which may omit a true break. On the other hand, trimming the 
data too little can lead to false break dates appearing at the beginning or end of the sample. A trimming of 15 percent 
provides a reasonable balance between allowing enough, but not too little, trimming. 
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criterion.16  

Bai and Perron (2003, 2006) outline the procedure used for the computation of 

confidence intervals for the break dates, which relies on an innovative asymptotic framework 

where the magnitudes of the shifts converge to zero as the sample size increases. The confidence 

intervals do not lie symmetrically around the break date, which Bai and Perron (2003) note is a 

property of their method. For most MSAs, the first break date occurs 1993-1994, and the last 

exactly in 2008. The confidence intervals range from a minimum of 3 months to a maximum of 

21 months. Using the BIC criterion, the twenty MSAs markets divide naturally into three groups 

with one, two, and three structural breaks for the first (Atlanta, Charlotte, Chicago, Las Vegas, 

Minneapolis,17 Phoenix, Tampa, and Washington, DC), second (Boston, Dallas, Detroit, Los 

Angeles, and Seattle), and third (Cleveland, Denver, Miami, New York, Portland, San Diego and 

San Francisco) groups, respectively. The US unemployment rate also exhibits three breaks.  

Of the thirty-seven breaks detected by the BIC, five take place between 1994:3 and 

1994:4 (Cleveland, Los Angeles, Miami, New York, and San Diego); ten occur between 1997 

and 2004 (Boston, Cleveland, Dallas, two in Denver, Detroit, New York, two in Portland, San 

Diego, and two in San Francisco); and twenty-one (including the US aggregate rate) between 

2008:2 and 2008:9. Of the latter, nineteen (including the US aggregate rate) occurred exactly in 

2008:4, while the remaining two occurred in 2008:2 (Minneapolis), and 2008:9 (Denver). The 

confidence intervals of the 2008 break prove asymmetric and relatively wide (narrow) at the 

lower (upper) band, with the exceptions of Las Vegas, Los Angeles, New York, and San Diego, 

                                                           
16 The application of the sequential test F(m+1/m) produces few differences. Specifically, using a 5-percent level, 
the sequential test suggests one break for all MSAs and the US, with the exception of Los Angeles, for which the 
test indicates two breaks, and Cleveland and Minneapolis, for which the test fails to detect a structural break. 
17 For Minneapolis, the BIC for zero and one break are identical (i.e., -3.32). We report Minneapolis in the one-
break category, because we note a small, 4-percent reduction in the RSS going from zero to one break. 
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where we can estimate the break dates with higher precision. Clearly, these findings do not 

provide a perfect match with the break dates identified in the series using the unit-root approach. 

In all cases, however, the second break estimated using the Clemente, et al. approach or the one-

time break estimated using the Perron and Vogelsang approach fall within the 95-pefrcent 

confidence intervals of the 2008 break date identified by the BIC. This confirms one more time 

that the Great Recession exhibits a structural break in the unemployment rate series.  

Since the level and persistence of the unemployment rate appear to depend on the regime, 

we now turn to the question of whether these parameters vary across the regimes. Table 9 reports 

the results from the estimation of the dynamic model in equation (8) over the identified regimes. 

Specifically, using OLS (Bai and Perron, 1998), we estimate the model over different regimes 

demarcated by the structural break(s) identified in Table 8. In these regressions, we use White 

heteroskedasticity consistent estimator with finite-sample degree of freedom correction. We 

deduce several interesting points from the findings.18 

The results of the Bai-Perron OLS estimation indicate that the unemployment rate 

changes not only in its mean but also in its persistence. In general, the persistence varies 

noticeably between regimes and across metropolitan areas. In the first group of nine MSAs 

(Atlanta, Charlotte, Chicago, Las Vegas, Minneapolis, Phoenix, Seattle, Tampa, and 

Washington) with two regimes, the degree of persistence declines significantly going from the 

first to the second regime. The confidence intervals on the persistence estimate in the first regime 

include a unit root, while the confidence intervals of the second regime do not.  

In the second group of six MSAs (Boston, Dallas, Detroit, Los Angeles, Minneapolis, and 
                                                           
18 We report least squares estimates and do not attempt to correct the downward bias resulting from the near unit-
root problem (Orcutt and Winokur, 1969) using the median unbiased estimator (e.g., Andrews, 1993a; Andrews and 
Chen, 1994) or the bootstrap bias-corrected estimator (Hansen, 1999; Kim, 2003) because the latter approaches do 
not explicitly allow for structural breaks (Romero-Ávila and Usabiaga, 2011). Accordingly, our empirical results 
favor stationarity. 
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Seattle) with three regimes, the persistence shows a similar pattern. The degree of persistence 

declines from the first regime to the second regime and then to the third regime for Boston, 

Dallas, and Seattle. In case of Detroit, and Minneapolis, the second regime shows a lower 

persistence than the first and the third one, while Los Angeles exhibits a degree of persistence 

that is lower in the first regime.  

Finally, in the third group of seven MSAs (Cleveland, Denver, Miami, New York, 

Portland, San Diego, and San Francisco) with four regimes, the degree of persistence generally 

decreases from an extremely high value of 1.220 in case of Denver in the second regime, to a 

value of 0.782 in case of Miami in the second regime, which is not a particularly high degree of 

persistence. In the third and fourth regimes, the level of persistence ranges from low values of 

0.848 (Cleveland in the third regime) and 0.843 (Denver in the fourth regime) to high values of 

0.918 (Cleveland in the fourth regime) and 0.914 (New York and San Diego in the fourth 

regime). For the aggregate US, the level of persistence goes from 1.00 in the first regime to 

0.906 in the second regime, and then to 0.903 and 0.910 in the third and fourth regimes, 

respectively.  

In sum, when we allow for structural change in the level of persistence, the estimate of 

persistence falls. This finding contrasts not only the results of the unit-root tests with no 

structural change, but also those of the unit-root tests with structural change. The introduction of 

structural change in the persistence in the unemployment rates implies a reduction of the levels 

of persistence. Most interesting, however, is the reduction of the persistence in the regime 

following the Great Recession. In addition, the differences in persistence across MSAs in the 

regime following the Great Recession do not significantly differ, which implies that the response 

of these markets to the Great Recession does not differ much. 
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6. Conclusions 

The past two decades witnessed a growing interest in examining the unemployment rate, since 

the work of Blanchard and Summers (1987) questioned its stationarity. In this paper, we examine 

the behavior of the unemployment rate in 20 U.S. Metropolitan Statistical Areas and the US 

using monthly data over the period 1991:01 to 2012:02 and illustrate the relevance of 

considering structural breaks in tests of unemployment rate hysteresis. Our findings come to 

several important conclusions. First, the financial crisis and the Great Recession significantly 

affected the dynamics of the unemployment rate in our sample of metropolitan economies and 

the US. Second, no series exhibits stationarity around a constant during the sample period, which 

does not support the traditional natural-rate hypothesis. Third, unit-root tests that allow for one or 

two structural breaks do not identify a single, uniform dynamic behavior of the unemployment 

rate series. Different MSA unemployment rates exhibit different behavior. This, in turn, suggests 

that the forces that equalize unemployment rates across MSAs are weak, and supports the 

disequilibrium view of regional unemployment disparities (Armstrong and Taylor, 2000). On the 

one hand, we find evidence that 12 MSA unemployment rate series and the US national series 

are well described by a stationary process with one or two breaks. On the other hand, we find 

evidence of unit-root behavior for the remaining MSAs, even when we account for structural 

breaks, suggesting that different MSAs respond in differing ways to shocks. For the non-

stationary series, no mean reversion occurs and all shocks, including the Great Recession, exert 

permanent effects on the unemployment rate. In contrast, for the stationary series, the process 

reverts to the mean, but the mean shifts over time. This implies that while most shocks are short-

lived and cause only temporary movements of the unemployment rate around the equilibrium 

level, some shocks, one of which we identify with the Great Recession, cause a permanent 
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change in the equilibrium level. Finally, the results of the multiple regime tests of Bai and Perron 

(1998, 2003) indicate structural changes in the level and the persistence of the series over the 

identified regimes. In general, the persistence varies noticeably between regimes and across 

metropolitan areas. Interestingly, the level of persistence of all unemployment rate series, while 

still remaining relatively high, decreases after the Great Recession. This holds even in cases 

where the  unemployment rate series  exhibit unit-root behavior with or without structural breaks 

over the entire sample. In these cases, it appears that the Great Recession associates with a 

significant shift from global non-stationarity to locally segmented stationarity.  
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Figure 1: Monthly MSA and US Unemployment Rates (seasonally adjusted) 1991:01 to 2012:02 
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Table 1: Sample Properties of the Data 
 
MSA Mean Max Min Std. Dev. Skewness Kurtosis Jarque-

Bera 
Atlanta 5.284 10.608 2.797 2.125 1.315 3.659 77.786 
Boston 5.226 8.580 2.289 1.706 0.328 2.090 13.331 
Charlotte 5.628 12.452 2.222 2.674 1.253 3.621 70.529 
Chicago 6.405 11.449 3.880 1.919 0.927 2.942 36.420 
Cleveland 6.046 9.370 3.679 1.470 0.352 2.195 12.098 
Dallas 5.874 8.490 3.166 1.490 0.140 1.864 8.333 
Denver 4.947 9.666 2.343 1.885 0.736 2.689 23.967 
Detroit 7.431 16.063 3.296 3.078 1.031 3.505 47.655 
Las Vegas 6.511 14.764 3.850 3.061 1.672 4.458 140.816 
Los Angeles 7.168 12.351 4.145 2.252 0.761 2.435 27.882 
Miami 6.802 11.719 3.443 2.258 0.474 2.196 16.344 
Minneapolis 4.183 8.184 1.940 1.508 0.860 3.326 32.449 
New York 6.502 9.727 4.079 1.582 0.269 1.922 15.358 
Phoenix 4.980 10.264 2.529 2.027 1.191 3.430 62.029 
Portland 6.127 11.262 3.692 2.088 0.919 2.771 36.322 
San Diego 5.901 10.830 2.925 2.147 0.830 2.632 30.627 
San Francisco 5.658 10.513 2.643 2.006 0.981 3.254 41.454 
Seattle 5.776 10.064 3.725 1.664 1.055 3.293 48.004 
Tampa 5.672 12.175 2.664 2.618 1.173 3.281 59.115 
Washington 4.052 6.669 2.404 1.074 0.778 2.779 26.149 
        
U.S. 6.018 10.000 3.880 1.641 0.951 2.932 38.318 

Note: Jarque-Bera test statistic has a 2χ distribution with 2 degrees of freedom. The critical value at 5-percent 
level for 2 degrees of freedom is 5.99. 
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Table 2: Unit-root tests: Augmented Dickey-Fuller (ADF) tests, Phillips-Perron 
(PP) tests and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests 

 

Note: The critical values of the ADF test with an intercept and no trend are -3.457, -2.873 and -2.573 at 
1%, 5% and 10% levels. The critical values of the PP test are -3.436, -2.864 and -2.568 at 1%, 5% 
and 10% levels. The critical values of the KPSS test are 0.739, 0.463, and 0.347 at 1%, 5%, and 10% 
levels. The symbols *, ** and *** denote significance at the 1, 5 and 10% levels, respectively. 

 
  

MSA ADF PP KPSS 

Atlanta 0.745 0.552 1.681* 
Boston -2.843*** -1.539 0.656** 
Charlotte -2.172 -0.767 1.915* 
Chicago -1.534 -1.251 0.925* 

Cleveland -1.199 -1.030 1.012* 

Dallas -2.224 -1.599 0.833* 
Denver -1.408 -1.048 1.605* 
Detroit -1.548 -1.276 1.507* 
Las Vegas -2.171 -0.167 1.268* 
Los Angeles -1.161 -0.830 0.676** 
Miami -1.502 -1.196 0.627** 
Minneapolis -1.109 -0.963 1.819* 
New York -1.737 -1.331 0.619** 
Phoenix -1.591 -1.230 1.161* 
Portland -1.947 -1.556 1.609* 
San Diego -1.369 -0.648 0.846* 
San Francisco -1.640 -1.061 1.163* 
Seattle 2.208 -1.494 0.916* 
Tampa -2.237 -0.789 1.131* 
Washington  -1.324 -1.225 0.712** 
    
U.S. -1.398 -1.040 0.856* 



43 
 

Table 3: Ng-Perron M-Tests Results 
 
MSA MZα MZt MSB MPT 

Atlanta -1.181 -0.512 0.433 13.079 
Boston -1.932 -0.975 0.504 12.593 
Charlotte -1.018 -0.447 0.439 13.699 
Chicago -3.804 -1.287 0.338 6.508 
Cleveland -2.469 -1.065 0.431 9.679 
Dallas -0.748 -0.429 0.573 19.629 
Denver -2.331 -0.856 0.367 9.198 
Detroit -3.009 -1.214 0.403 8.116 
Las Vegas -0.165 -0.079 0.480 17.738 
Los Angeles -1.518 -0.592 0.389 11.201 
Miami -3.267 -1.224 0.374 7.455 
Minneapolis -2.343 -1.000 0.426 9.948 
New York -4.429 -1.343 0.303 5.797 
Phoenix -2.835 -0.988 0.348 8.122 
Portland -3.085 -1.089 0.352 7.716 
San Diego -1.597 -0.676 0.423 11.771 
San Francisco -1.853 -0.719 0.388 10.461 
Seattle -3.534 -1.160 0.328 6.941 
Tampa -2.000 -0.848 0.424 10.773 
Washington -3.829 -1.264 0.330 6.492 
     
U.S. -2.984 -1.106 0.370 7.985 

Note: See Ng and Perron (2001) for details. The critical values of the MZα test with an intercept and 
no trend are 13.8, 8.1 and 5.7 at 1%, 5% and 10% levels. The MZt critical values are 2.58, 
1.98, and 1.62 at 1%, 5% and 10% levels . The MSB critical values are 0.174, 0.233, and 
0.275 at 1%, 5% and 10% levels . The MPT critical values are 1.78, 3.17 and 4.45 at 1%, 5% 
and 10% levels. The symbols *, ** and *** denote significance at the 1, 5 and 10% levels, 
respectively. 
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Table 4: Elliott-Müller Test Results 
 

MSA Test Statistics MSA Test Statistics 

Atlanta -14.391* Minneapolis -9.539** 
Boston -17.893* New York -13.367* 
Charlotte -16.981* Phoenix -22.690* 
Chicago -11.217* Portland -15.643* 
Cleveland -11.027** San Diego -21.968* 
Dallas -20.914* San Francisco -21.040* 
Denver -12.100* Seattle -16.176* 
Detroit -15.500* Tampa -24.490* 
Las Vegas -24.909* Washington, DC -11.208* 
Los Angeles -20.652*   
Miami -12.686* U.S. -18.565* 

Note: The critical values of the test are tabulated in Elliott and Müller (2006). * 1-percent (-11.05); ** 5-
percent (-8.36); ǂ 10-percent (-7.14). 
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Table 5: Andrews Sup-Wald Test for Stability of the AR Model 
 
MSA Sup-Wald F-Statistic p-value Break date 

Atlanta 29.259 0.000 2008:11 
Boston 26.169 0.000 2008:05 
Charlotte 35.453 0.000 2008:05 
Chicago 22.466 0.000 2008:05 
Cleveland 10.534 0.076 2001:01 
Dallas 27.870 0.000 2008:10 
Denver 25.800 0.000 2009:01 
Detroit 12.286 0.036 2008:05 
Las Vegas 58.625 0.000 2008:10 
Los Angeles 77.002 0.000 2008:11 
Miami 32.764 0.000 2008:10 
Minneapolis 10.427 0.079 2006:06 
New York 71.094 0.000 2008:12 
Phoenix 90.640 0.000 2008:05 
Portland 17.359 0.004 2008:05 
San Diego 50.515 0.000 2008:12 
San Francisco 32.978 0.000 2008:10 
Seattle 29.385 0.000 2008:10 
Tampa 33.672 0.000 2008:07 
Washington 34.339 0.000 2008:10 
    
U.S. 35.985 0.000 2008:10 

Note: The Quandt and Andrews Sup-Wald test tests for a break in both the intercept term and 
the coefficient on the lagged dependent variable (Quandt, 1960; Andrews, 1993b). We 
use the White heteroskedasticity estimator with finite degree of freedom correction and 
the Hansen (1997) method to compute asymptotic p-values. 
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Table 6: Perron-Vogelsang Test Results for the Innovative Outlier (IO) Model 
 
MSA TB DU Test Statistic Constant Lag 
Atlanta 2008:3 0.287 0.048 0.214 2 

  (4.001) (3.749)   Boston 2008:3 0.062 -0.024ǂ 0.108 7 

  (2.381) (-3.962)   Charlotte 2008:3 0.25816 -0.042** 0.191 7 

  (3.963) (-4.546)   Chicago 2008:3 0.226 -0.054** 0.300 9 

  (3.807) (-4.472)   Cleveland 2008:3 0.093 -0.032 0.172 11 

  (2.577) (-3.222)   Dallas 2008:3 0.114 -0.045 0.242 3 

  (3.020) (-3.794)   Denver 2008:3 0.138 -0.296 0.127 3 

  (3.121) (-3.272)   Detroit 2008:3 0.256 -0.034 0.207 3 

  (3.330) (-3.592)   Las Vegas 2008:3 0.356 -0.052* 0.268 10 

  (4.576) (-5.587)   Los Angeles 2008:3 0.155 -0.024 0.154 3 

  (3.394) (-3.262)   Miami 2008:3 0.196 -0.035ǂ 0.195 12 

  (3.599) (-3.892)   Minneapolis 2008:1 0.149 -0.046 0.166 9 

  (3.063) (-3.575)   New York 2008:3 0.105 -0.031 0.184 7 

  (2.876) (-3.494)   Phoenix 2008:3 0.206 -0.04739* 0.195 7 

  (4.543) (-5.406)   Portland 2008:3 0.153 -0.03245 0.176 3 

  (3.284) (-3.764)   San Diego 2008:3 0.150 -0.02364 0.117 3 

  (3.509) (-3.161)   San Francisco 2008:3 0.166 -0.03717** 0.182 6 

  (3.769) (-4.402)   Seattle 2008:8 0.17035 -0.04463** 0.232 4 

  (3.587) (-4.271)   Tampa 2008:3 0.174 -0.03424ǂ 0.157 7 

  (2.936) (-4.034)   Washington  2008:3 0.123 -0.05131** 0.183 8 

  (3.901) (-4.538)         
US 2008:3 0.141 -0.03512ǂ 0.185 5 

  (3.833) (-4.181)   
Note: The test statistics for Perron and Vogelsang (1992) are as follows: * 1-percent (-4.97), ** 5-percent 

(-4.27), and ǂ 10-percent (-3.86). 
  



47 
 

Table 7: Clemente-Montanes-Reyes Test Results for the Innovative Outlier (IO) 
Model 

MSA TB1 TB2 DU1 DU2 Test Statistic Constant Lag 
Atlanta 1992:10 2008:8 -0.124 0.354 -0.060 0.373 2 

   (-2.360) (4.655) (-4.378)   Boston 1992:11 2008:3 -0.121 0.105 -0.038 0.284 7 

   (-2.531) (3.455) (-4.818)   Charlotte 2000:10 2008:3 0.113 0.327 -0.065* 0.244 8 

   (3.485) (5.000) (-6.090)   Chicago 1993:9 2008:3 -0.174 0.335 -0.078ǂ 0.586 9 

   (-2.705) (4.705) (-5.253)   Cleveland 1992:10 2008:3 -0.099 0.123 -0.040 0.312 11 

   (-1.597) (3.036) (-3.618)   Dallas 2004:2 2008:3 -0.076 0.175 -0.053 0.319 3 

   (-2.361) (4.043) (-4.479)   Denver 2000:11 2008:8 0.085 0.162 -0.047 0.167 3 

   (2.920) (3.253) (-4.217)   Detroit 2000:9 2008:3 0.106 0.240 -0.041 0.204 3 

   (2.521) (3.131) (-4.193)   Las Vegas 1993;4 2008:3 -0.105 0.432 -0.060* 0.406 10 

   (-2.053) (5.075) (-6.008)   Los Angeles 1994:3 2008:3 -0.206 0.340 -0.055ǂ 0.518 3 

   (-4.367) (5.545) (-5.446)   Miami 2001:11 2008:3 -0.111 0.270 -0.045 0.308 7 

   (-2.849) (3.991) (-4.555)   Minneapolis 2001:1 2008:3 0.089 0.172 -0.070 0.209 9 

   (2.916) (3.372) (-4.478)   New York 1992:8 2008:8 -0.231 0.163 -0.047 0.496 7 

   (-3.503) (3.725) (-4.604)   Phoenix 1992:4 2008:3 -0.153 0.251 -0.055** 0.373 7 

   (-2.484) (5.110) (-5.906)   Portland 2000:11 2008:3 0.093 0.165 -0.051 0.237 5 

   (2.926) (3.600) (-5.105)   San Diego 1994:3 2008:3 -0.163 0.299 -0.050 0.385 3 

   (-3.998) (5.347) (-5.080)   San Francisco 1992:10 2008:3 -0.064 0.194 -0.041 0.258 6 

   (-1.449) (4.358) (-4.922)   Seattle 1994:2 2008:8 -0.061 0.207 -0.052 0.320 4 

   (-1.854) (4.040) (-4.663)   Tampa 1992:8 2008:3 -0.152 0.262 -0.046 0.353 7 

   (-2.412) (3.808) (-4.753)   Washington  1992:10 2008:3 -0.098 0.165 -0.066ǂ 0.328 8 

   (-2.349) (4.681) (-5.269)           
US 1992:8 2008:3 -0.115 0.194 -0.047 0.356 5 

   (-2.639) (4.668) (-4.973)   
Note: The test statistics for Clemente, Montanes, and Reyes (1998) are as follows: * 1-percent (-5.96), ** 5-

percent (-5.49), and ǂ 10-percent (-5.24). 
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Table 8: Bai-Perron Estimates of Break Dates 
 
MSA TB1 TB2 TB3 
Atlanta 2008:4   
 (2006:3-2008:6)   Boston 2000:11 2008:4  
 (1997:2-2002:10) (2005:9-2008:10)  Charlotte 2008:04   
 (2004:9-2008:5)   Chicago 2008:4   
 (2003:10-2008:07)   Cleveland 1994:3 2001:7 2008:4 

 (1994:2-1994:11) (2000:10-2001:10) (2007:9-2008:8) 
Dallas 2001:12 2008:4  
 (2001:10-2002:5) (2006:1-2008:6)  Denver 1998:10 2001:12 2008:9 

 (1998:3-1998:12) (2001:11-2002:7) (2005:12-2008:10) 
Detroit 2000:10 2008:04  
 (1998:12-2001:5) (2006:7-2008:5)  Las Vegas 2008:4   
 (2007:2-2008:5)   Los Angeles 1994:3 2008:4  
 (1993:11-1994:8) (2007:9-2008:6)  Miami 1994:4 2008:4  
 (1994:2-1996:11) (2006:6-2008:6)  Minneapolis 2008:2   
 (2006:11-2008:7)   New York 1994:3 2004:3 2008:4 

 (1993:6-1996:9) (2003:3-2004:8) (2008:02-2008:5) 
Phoenix 2008:4   
 (2006:8-2008:6)   Portland 2001:1 2004:3 2008:4 

 (1998:7-2001:3) (2004:2-2005:4) (2006:10-2008:6) 
San Diego 1994:3 1999:12 2008:4 

 (1994:1-1995:3) (1993:9-2000:7) (2007:11-2008:6) 
San Francisco 2000:12 2004:3 2008:04 

 (1997:8-2001:8) (2003:11-2004:11) (2005:09-2008:06) 
Seattle 2008:9   
 (2005:1-2008:10)   Tampa 2008:4   
 (2005:7-2008:6)   Washington 2008:4   
 (2005:2-2008:6)       
U.S. 2008:4   

 
(2004:9-2008:6)   

Note: The break dates are chosen based on BIC statistic, assuming a maximum of five breaks. The 95 percent 
confidence interval for the estimated break points appears in parentheses under the break points, 
constructed using the Bai and Perron (1998, 2003) method. The confidence intervals reflect the 95-percent 
confidence level. 
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Table 9: Bai-Perron OLS Estimates of the Regimes 
 
 Regime 1 Regime 2 Regime 3 Regime 4 

MSA 1µ  1ρ  2µ  2ρ  3µ  3ρ  4µ  4ρ  

Atlanta 0.115 .974 .909 .909     
 (1.56) (59.36) (4.52) (42.20)     Boston -0.042 1.000 .306 .938 .636 .913   
 (-1.15) (148.35) (3.25) (46.50) (4.32) (42.81)   Charlotte 0.056 .988 1.05 .908     
 (.97) (80.99) (6.25) (57.33)     Chicago 0.100 .981 .932 .908     
 (1.22) (70.11) (4.46) (41.43)     Cleveland .955 .873 .315 .925 .889 .848 .683 .918 

 (2.27) (15.39) (3.17) (44.45) (3.62) (19.82) (2.89) (31.70) 
Dallas -.436 1.135 -.010 .997 .743 .907   
 (-2.45) (26.25) (-.097) (49.94) (5.11) (46.52)   Denver .025 .989 -.549 1.220 .087 .980 1.357 .843 

 (.29) (46.57) (-4.68) (30.96) (.77) (46.23) (5.96) (30.86) 
Detroit .213 .988 .705 .902 .814 .939   
 (.26) (76.81) (3.02) (26.46) (3.38) (49.76)   Las Vegas .099 .980 1.021 .927     
 (1.27) (66.51) (7.39) (83.16)     Los Angeles .966 .896 .203 .962 1.142 .902   
 (3.58) (28.83) (2.65) (75.41) (6.80) (57.64)   Miami 1.282 .855 1.512 .782 .151 .967 .962 .911 

 (2.91) (17.07) (2.35) (8.75) (1.36) (44.76) (5.10) (48.29) 
Minneapolis .057 .984 .502 .0.928     
 (.29) (67.09) (3.00) (37.35)     New York .835 .903 .208 .963 .859 .813 .786 .914 

 (2.73) (24.51) (1.84) (51.83) (3.23) (14.85) (4.68) (44.66) 
Phoenix .0498 .988 .927 .900     
 (1.01) (85.66) (6.66) (55.89)     Portland .084 .982 .878 .891 .367 .923 .900 .911 

 (.81) (45.72) (3.97) (30.18) (1.82) (25.81) (5.49) (52.84) 
San Diego .607 .921 .020 .982 .362 .924 .888 .914 

 (2.21) (24.24) (.29) (72.21) (2.68) (31.03) (6.39) (61.91) 
San Francisco -.002 .998 .534 .918 .515 .884 .863 .913 

 (-.04) (79.81) (3.74) (36.83) (2.30) (18.63) (6.31) (61.06) 
Seattle .071 .986 1.34 .854     
 (.28) (78.94) (6.73) (37.89)     Tampa .047 .989 .985 .912     
 (.95) (94.77) (5.82) (56.45)     Washington .054 .983 .616 .900     
 (1.09) (73.51) (5.12) (42.91)      
U.S. 

 
.051 

 
.989 

 
.846 

 
.910     

 (-.37) (90.02) (6.41) (58.74)     
Note: Figures in parentheses are estimated t-statistics. The number of regimes for each MSA is selected 

according to the results in Table 8. iµ  is the estimated mean for the regime i, and iρ  is the 
corresponding estimated first-order autoregressive parameter. Figures in parentheses are estimated t-
statistics. The first regime begins in 1991:01 (except for Dallas, which starts in January 2000) and the 
last regime ends in 2012:02. 
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