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Abstract: Why do some firms grow faster than others? This question has become the focus of a 

large number of empirical studies in industrial organization, strategic management, and 

entrepreneurship since the publications of Gibrat (1931) and Penrose (1959). Using an 

unbalanced panel data set of 85 U.S. information and communication technology (ICT) firms 

that survived over the period from 1990 to 2013, we examine the effect of firm size, agency 

costs, R&D investments, capital structure, profitability, and the Great Recession of 2007-2009 on 

firm growth. Adopting the two-step, system, generalized-method-of-moments estimator for 

linear dynamic panel models (Blundell and Bond, 1998), we document that growth in the ICT 

industry is not stochastic, as predicted by Gibrat (1931), but driven by systematic factors. We 

find compelling evidence that in the ICT industry: (i) firm growth exhibits positive persistence, 

which endorses the controversial "success-breeds-success" evolutionary hypothesis; (ii) agency 

costs and financial leverage exert a negative effect on firm growth; (iii) R&D investment and 

financial performance generate a positive effect on firm growth; (iv) the Great Recession (2007-

2009) produced a negative effect on firm growth; (v) a nonlinear, inverted U-shaped relationship 

exists between firm size and firm growth; and (vi) Gibrat’s law does not hold. Our findings 

remain robust to transformations using first differences and forward orthogonal deviations as 

well as principal components reductions. These results are new to the literature, since the 

dynamics of firm growth has not been documented at the ICT industry level. Noteworthy policy 

implications emerge because the growth dynamics of the ICT industry move this sector toward 

more concentration and less competition.  
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1. Introduction 

What determines firm growth remains the controversial subject of extensive theoretical and 

empirical research that spans a variety of academic fields, including strategic entrepreneurship 

(Storey, 2004; Vivarelli, 2007; Davidsson, 1991; Davidsson, Delmar and Wiklund, 2002; and 

McKelvie and Wiklund, 2010), strategic management (Stam, 2010; Leitner and Guldenberg, 

2010; and Parker, Storey and Van Witteloostuijn, 2010), and industrial organization (Evans, 

1987a, 1987b; Geroski, 2005; and Coad, 2009). Firm growth is a multi-faceted, multi-

dimensional, complex and heterogeneous phenomenon (Delmar, Davidsson, and Gartner, 2003). 

Firm growth is often portrayed as “the very essence of entrepreneurship” (Sexton and Smilor, 

1997) and as evidence of business success (Kiviluoto, 2013). This perspective receives special 

emphasis in the entrepreneurship and strategy literatures (Davidsson, Steffens and Fritzsimmons, 

2009). In the industrial organization literature, in contrast, analysts view firm growth as a 

necessary condition for firm survival, innovation, and technological change (Aghion, Fally and 

Scarpetta, 2007; Pagano and Schivardi, 2003; and Yazdanfar, 2013). As Geroski (1995) 

famously states, "entry is easy, but survival is not". Firm growth is also viewed as path-

dependent and persistent. As Nelson and Winter (1982) describe the evolutionary approach to 

industrial dynamics, "success breeds success, and failure breeds failure".   

The early contributions of Gibrat (1931) and Penrose (1959) still dominate the field.
1
 The 

Penrose (1959) resource-based theory of growth, which underlines a great deal of the strategic 

management and entrepreneurship literatures, implies that growth depends primarily on 

                                                 
1
 The dynamic theory of firm movements traces back to Alfred Marshall. In Principles of Economics, Marshall 

discusses the entry of firms, their growth, and, finally, their decline and exit. This process is captured by his famous 

analogy of firms in the economy as “trees in the forest.” Firms, like trees in the forest “struggle upwards through the 

benumbing shade of their older rivals. Many succumb on the way, and a few only survive…One tree will last longer 

in full vigor and attain a greater size than another; but sooner or later age tells on them all” (Marshall, 1925, 316). 

The dynamic approach perhaps finds its best association with the work of Joseph Schumpeter on “creative 

destruction.” This approach sees innovations as the vehicle of growth (Schumpeter, 1934). 
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idiosyncratic configurations of internal resources. Internal resources and capabilities determine 

strategic choices and become in the resource-based view of strategic management and 

entrepreneurship firm-specific, not capable of easy imitation or replication by rivals (Combs and 

Ketchen, 1999; Barney, 1991; and Barney, Wright and Ketchen, 2001).
2
 As such, they generate 

Ricardian rents that comprise a firm’s competitive advantage and imply a sustainable advantage 

over the longer run.  

In contrast to this view from strategy and entrepreneurship, the industrial organization 

literature sees firm growth as based on stochastic models, where growth follows a random walk 

process.
3
 The classic paper by Gibrat (1931) provides the foundation of this line of research in 

industrial organization. Gibrat’s law, originally formulated in Les Inégalités économiques 

(Gibrat, 1931), provides the benchmark of an extensive literature on firm growth and one of the 

most conflicting and relentlessly explored issues in the industrial organization literature in 

economics. According to Gibrat’s law, firm growth reflects random shocks (Goddard, McMillan 

and Wilson, 2006) and firm size and/or firm history do not determine how firms will grow or 

decline in the future. In a nutshell, Gibrat’s law predicts that since firm growth does not depend 

                                                 
2
 Such resources and capabilities include business models (Cavalcante, Kesting and Ulhoi, 2011), market orientation 

(Cambra-Fierro, Florin, Perez, and Whitelock, 2011), governance modes (Cantarello, Nosella, Petroni, and 

Venturini, 2011), management practices and organizational processes (Hotho and Champion, 2010), the dynamic 

capability of the firm (Goktan and Miles, 2011), the decision making process within the firm (van Riel, Semeijn, 

Hammedi, and Henseler, 2011), innovative orientation (Rowley, Baregheh and Sambrook, 2011), knowledge and 

experience of certain employees (Sommer and Haug, 2011), organizational knowledge and management skills 

(Sitlington and Marshall, 2011), efficient procedure within the firm (Wernerfelt, 1984), firm culture (Barney, 1986; 

Lee, Lim and Pathak, 2011; and Naranjo-Valencia, Jimenez-Jimenez and Sanz-Valle, 2011), human and social 

capital (Jansen, Curseu, Vermeulen, Geurts and Gibcus, 2013), social trust (Bergh, Thorgren and Wincent, 2011), 

and trade contracts (McKelvie and Wiklund, 2010; and Wernerfelt, 1984). 

3
 One recent way to explain randomness in the firm growth rate uses the Gambler’s Ruin problem, as described in 

Coad, Frankish, Roberts, and Storey (2013). Firms act like gamblers playing around a table, each of them stocked 

with individual resources at the start of the game and the outcome of the game (growth of resource stock) follows a 

purely random process. Players (firms) cannot learn how to actually win the game, since it is a game of chance. 

When using this framework, the results do confirm that growth paths measured over 4 growth periods closely 

approximate a random walk. As Coad, Frankish, Roberts, and Storey (2013) suggest, perhaps one point exists, when 

firms get experience, that they exert more control over their performance.  

https://scholar.google.com/citations?user=RfrJV5gAAAAJ&hl=en&oi=sra
https://scholar.google.com/citations?user=RfrJV5gAAAAJ&hl=en&oi=sra
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on firm size and firm history, the logarithm of firm size follows a random walk. Firm are 

endowed with an initial endowment of resources that determine firm capabilities, technology, 

and social and financial capital (Helfat and Liberman, 2002) that over time accumulate or deplete 

by a series of independent random draws from a Gaussian distribution, which generate a 

composite measure of firm size and firm growth (Coad, Frankish, Roberts and Storey, 2013).  

Gibrat (1931) promulgated a large literature
4
 which extended the basic stochastic model 

of firm growth to a multivariate framework. Empirical research using firm-level data identified a 

large amount of heterogeneity within industries as well as between firms within industries. This 

heterogeneity in firm growth rates appears in size, profitability, R&D intensity, capital structure, 

and other firm characteristics, and proves inconsistent with the proposition that growth follows a 

random and erratic process, as argued by Gibrat’s law.
5
 

The firm growth research mainly focuses on the manufacturing sector (Hymer and 

Pashigan, 1962; Hall, 1987; Geroski 1995; Wilson and Morris, 2000; Coad, 2009; Oliveira and 

Fortunato, 2006; and Fotopoulos and Giotopoulos, 2010), whereas a limited number of studies 

consider the service sector (Audretsch, Klomp, Santarelli and Thurick, 2004; Fotopoulos and 

Louri, 2004; Oliveira and Fortunato, 2008; and Giotopoulos and Fotopoulos, 2010), the financial 

sector (Alhadeff and Alhadeff, 1964; Rhoades and Yeats, 1974; Tschoegl, 1983; Vander Vennet, 

                                                 

4
 Earlier studies (e.g., Hart and Prais, 1956; and Hymer and Pashigian, 1962) as well as more recent ones (e.g., 

Klette and Griliches, 2000; Geroski and Machin, 1993; Pfaffermayr and Bellak, 2000; Lensink, van Steen and 

Sterken, 2000; Geroski, Lazarova, Urga and Walters, 2003; and Haltiwanger, Jarmin, and Miranda, 2013) find 

support for Gibrat’s law. By contrast, however, other earlier studies (e.g., Mansfield, 1962; Samuels, 1965; Prais, 

1976; Kumar, 1985; and Hall, 1987) and more recent ones (e.g., Dunne, Roberts and Samuelson, 1989; Dunne and 

Hughes, 1994; Tschoegl, 1996; Reid, 1995; Audretsch, Santarelli and Vivarelli, 1999; Faggio and Konings, 1999; 

Hart and Oulton, 1996; and Almus and Nerlinger, 2000) find no support for the law. Mixed results appear in the 

earlier and later literature (Singh and Whittington, 1975; Acs and Armington, 2001; Heshmati, 2001; Delmar, 

Davidson and Gartner, 2003; Piergiovanni, Santarelli, Klomp and Thurik, 2003). 

5
 For recent literature surveys on empirical studies of firm growth, see Sutton (1997), Trau (1996), Caves (1998), 

Geroski (1999), Santarelli, Klomp and Thurik (2006), and Coad and Hölzl (2012) 
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2001; Wilson and Williams, 2000; Hardwick and Adams, 2002; and Goddard, Molyneaux and 

Wilson, 2004), and the real estate industry (An, Cook and Zumpano, 2011).  

Understanding how firms grow, especially how small firms grow, is an important issue. 

Knowledge of the economic determinants of firm growth can provide insights into the dynamics 

of the competitive process, strategic behavior, the evolution of market structure, and ultimately, 

about the growth of the aggregate economy (Carpenter and Petersen, 2002). Despite the vast 

literature, however, little work examines within a rigorous empirical framework the determinants 

of firm growth in the ICT industry in the United States.
6
 This is rather surprising, since many 

ICT firms have witnessed spectacular growth, and, more specifically, given the crucial role of 

the ICT sector in the aggregate growth of the United States and world economies (Kraemer and 

Dedrick, 2001; Schreyer, 2000; Dewan and Kraemer, 2000; Ketteni, 2009; Jorgenson and Stiroh, 

2000; and Oliner andl Sichel, 2000).
7
  

The ICT industry is the largest, most dynamic, most ubiquitous (Andersen and Coffey, 

2011), fast-paced, innovative, and productive of all U.S. industries (Fine, 1998, and Mendelson 

                                                 
6
 Yang and Huang (2005) and Liu, Tsou and Hammitt (1999) document the relationship between R&D, firm size, 

and growth rates for the electronics industry in Taiwan. Liu, Tsou and Hammitt (1999), using the OLS and fixed-

effects models, provide evidence of an inverse relationship between firm growth and size. Yang and Huang (2005), 

using GMM models, find that an increase in R&D expenditure induces higher growth. Furthermore, they show that, 

contrary to Gibrat’s law, smaller firms growth faster than larger firms, while size does not depend on firm growth in 

large firms, in support of Gibrat’s law. Das (1995) examines the relationship between firm growth and size for the 

computer hardware sector in India. Using both fixed-effects and random-effects model, Das (1995) finds that both 

current size and lagged size negatively affect growth. Using difference GMM and system GMM models, Corsino 

and Gabriele (2011) document that firm growth in the global integrated circuits sector negatively relates to size. 

Using a strategy approach, Bothner (2005) documents the size-growth link in the global computer industry. De and 

Dutta (2007) detail the role of organizational capital in the IT software industry in India using system GMM.  

7
 Studies in the 1980s found no connection between IT investment and productivity in the U.S. economy, a situation 

referred to as the "productivity paradox"(Brynjolfsson, 1993; and Dedrick, Gurbaxani and Kraemer, 2003). Since 

then, a decade of studies at the firm and country level has consistently shown that the effect of IT investment on 

labor productivity and economic growth is significant and positive. Jorgenson (2003) shows that the growth of IT 

investment jumped to double-digit levels after 1995 in all the G7 economies -- Canada, France, Germany, Italy, 

Japan, the United Kingdom, as well as the United States. These economies account for nearly half of world output 

and a much larger share of world IT investment. The surge of IT investment after 1995 resulted from a sharp 

acceleration in the rate of decline of prices of IT equipment and software. Jorgenson (2001) traces this outcome to a 

drastic shortening of the product cycle for semiconductors from three years to two years, beginning in 1995. For a 

survey of these studies, see Dedrick, Gurbaxani, and Kraemer (2003).  
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and Pillai, 1998, 1999), and its effects run well beyond the boundaries of the industry itself, if 

such boundaries even exist (Mendelson and Whang, 2000).
8
 The ICT industry experienced 

unprecedented progress over the last several decades, expanding from plain old telephone service 

(POTS) to advanced fiber optics, cable, and wireless technologies. Yet, the ICT industry is still 

not full grown, still retaining significant opportunities for innovation and growth (Andersen and 

Coffey, 2011). The ongoing development of 5G wireless technologies represents a unique 

opportunity to radically expand the capacity and flexibility of wireless networks, which will 

profoundly influence broadband competition and productivity growth.  

In 2009, the ICT industry contributed $1 trillion to U.S. GDP, or 7.1% of GDP, including 

$600 billion from the sector itself and $400 billion in benefits to other sectors that rely on ICT 

(Shapiro and Mathur, 2011). The ICT sector’s direct contributions to GDP have increased 25% 

since the 1990’s, growing from 3.4 percent in 1991-1993 to 4.2 percent in 2005-2009, the 

highest gains of any industry sector (Shapiro and Mathur, 2011).  Over the last two decades, the 

development and use of IT has accounted for as high as 60 percent of annual U.S. labor 

productivity gains, and estimates imply that a 1 percent increase in broadband deployment can 

create as many as 300,000 new jobs. The National Research Council reports that the ICT 

industry accounted for 25 percent of U.S. economic growth from 1995 to 2007, measured as real 

change in GDP (President’s Council of Advisors on Science and Technology (PCAST), 2007).  

The ICT sector is one of the most R&D-intensive sectors its growth significantly depends 

upon technological innovations. ICT firms operate in an increasingly "knowledge-based" 

                                                 
8
 Using the North American Industrial Classification System (NAICS), the ICT industry is defined as the sum of 

ICT manufacturing (NAICS 334: Computers and Electronic Products, including Computer and Peripheral 

Equipment, Communication Equipment and Semiconductors), and ICT services (NAICS 5112: Software Publishers; 

NAICS 517: Telecommunications, including Wired and Wireless Telecommunications; NAICS 518: Data 

Processing, Hosting, and Related services; NAICS 5415: Computer Systems Designs and Related Services; and 

NAICS 51: Information), excluding traditional paper publishing. 
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economy, and the survival of ICT firms depends, more than any other firms, on their capacity to 

innovate. Innovation, in particular, “radical innovation” (Leifer, McDermott, O’Connor, Peters 

and Veryzer, 2000), proves critical to the growth of ICT firms, since it enables them to remain 

competitive in an ever-changing landscape of products and services. “Radical innovation”, as 

opposed to “incremental innovation”, is an important and enduring characteristic of the ICT 

industry (Leifer, McDermott, O’Connor, Peters, and Veryzer, 2000).  In the literature of 

innovation management, radical innovations transform market structures and reinvent industries, 

moving them towards a new competitive landscape through a Schumpeterian process of creative 

destruction.  R&D investment is one of the main factors that affects the rate of, and capacity for, 

innovation.
9
 ICT firms operate in an uncertain environment, which mirrors, in varying degrees, 

the inherent uncertainty of their R&D activity. ICT firms make large, risky investments in 

inventive activity, where outcomes are unpredictable, idiosyncratic, and long-term in nature 

(Anderson, Banker and Ravindran, 2000). Moral hazard problems, in particular, may be 

amplified by the inherent uncertainty of the R&D investment (Guiso, 1998; and Coad and Rao, 

2008). 

The ICT sector accounts for a large share of R&D expenditures in the United States. The 

Business R&D and Innovation Survey (BRDIS) reports $323 billion of R&D performed in 2013, 

                                                 
9
 Public policies, including monetary policy, tax policy, regulatory policy, and the availability of a skilled technical 

workforce, are also important in establishing an environment that fosters innovation. Mohnen, and Röller (2005) 

explores the complementarities between R&D and workers education.  ICT sector innovation capabilities depend 

crucially on its employees' skill levels. Only highly skilled workers, who can keep pace with technological change, 

can generate innovations in the ICT industry. Thus, a skilled workforce is at the heart of the ICT sector. The debate 

on the need for a highly skilled workforce in the ICT industry has entered the policy-making domain with industry 

leaders lobbying the Congress to relax visa restrictions on skilled foreign nationals, who can work in ICT related 

jobs. Seehttp://www.npr.org/templates/story/story.php?storyId=88154016. They argue that these skilled workers are 

crucial for the United States to maintain its position as a global leader in ICT innovation. Recently, the U.S. 

Department of Homeland Security relaxed its visa policies for foreign science and engineering graduates so that they 

can work in the United States for an additional period of 17 months after completing their education in the United 

States. See http://www.ice.gov/sevis/updates_postcompletion_opt.htm#8. The U.S. government also provided for 

20,000 additional work visas to foreign nationals who completed their post-graduate education in the United States. 

In short, much anecdotal evidence exists suggesting that the ICT sector firms seek highly skilled workers. 
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where the ICT sector accounted for 41 percent ($133 billion).
10

 In the United States, the ICT 

manufacturing and the ICT services sectors recorded approximately the same amount of R&D 

spending, accounting for 20.8 and 20.5 percent, respectively, of total R&D spending in 2013. 

The R&D activity in the ICT industry in the United States is highly labor-intensive, as reflected 

in labor costs, which accounted for 76 and 67 percent of R&D expenditures paid for by ICT 

services and ICT manufacturing industries, respectively, in 2013. Computer system design and 

related services (NAICS 5415) proves the most labor-intensive in R&D spending, with labor 

costs accounting for 83 percent of R&D expenditures. In comparison, the aerospace industry and 

the pharmaceutical and medical industries spend less than 40 percent of their R&D expenditures 

on labor costs.  

This paper contributes to the firm growth literature in three ways. First, to the best of our 

knowledge, this is the first study of ICT firm growth in a dynamic framework, which fills the gap 

in the Gibrat’s law literature, by examining the size-growth relationship in the ICT industry in 

the United States. Of all the studies examining Gibrat’s law in the United States, none provides 

an analysis specific to IT firms.  

Second, this paper complements the existing literature by broadening the latitude of the 

analysis on stochastic firm growth. Specifically, we bring together, within the context of Gibrat’s 

law, two different perspectives on firm growth. On the one hand, we rely on the industrial 

organization literature (Comanor, 1965; Mansfield, 1968; Hall, 1987; Amirkhalkhali and 

Mukhopadhyay, 1993; and Klette and Griliches, 2000) and, in particular, the newly developed 

microeconomics of R&D-based endogenous firm growth (Pakes and McGuire, 1994; Ericson 

and Pakes, 1995; Pakes and Ericson, 1998; Thompson, 2001; Klette and Kortum, 2004; and 

                                                 
10

 This is 2.5 times the amount spent by the pharmaceutical manufacturing industry, the single largest industry in 

terms of R&D expenditures. 
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Laincz, 2005, 2009), which emphasizes the importance of R&D as a mechanism of firm growth. 

On the other hand, we rely on the corporate finance literature (Jensen and Meckling, 1976; 

Myers, 1977; Myers and Majluf, 1984; Stein, 2003; Aivazian, Ge and Qiu, 2005; and Khurana, 

Martin and Pereira, 2006), which suggests that capital structure, corporate debt, and agency costs 

caused by conflicts of interest and informational asymmetries between corporate insiders, 

shareholders and debt holders, affect financial decisions, investment decisions, and firm 

performance, including profitability and growth. The role of agency costs in deterring firm 

growth has not been previously analyzed in this line of research.  

Third, we use an autoregressive dynamic panel model and apply the two-step Blundell-

Bond GMM estimator (Blundell and Bond, 1998) to assess the validity of Gibrat's law in the ICT 

industry and estimate the relationship between firm growth and agency costs, debt and capital 

structure, R&D investment, and financial performance. We use an unbalanced panel of 85 ICT 

industry, publicly listed, U.S. surviving firms over the period 1990-2013. The Blundell-Bond 

two-step GMM estimator avoids the shortcomings of the traditional panel-data approach, such as 

pooled Ordinary Least Square (OLS) or fixed-effects (FE) estimators, provides a convenient 

framework for obtaining asymptotically efficient estimates in dynamic panel-data models, and 

controls for four critical econometric issues, endogeneity, unobserved heterogeneity, 

heteroskedasticity, and persistence. The estimator uses a stacked system of equations in first 

differences and equations in levels, and uses lagged first differences as instruments for the 

equations in levels as well as lagged levels as instruments for the equations in differences. We 

also control for the effects of the Great Recession (Fort, Haltiwanger, Jarmin, Miranda, 2013; 

and Perić and Vitezić, 2016).  
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Our main conclusion notes that growth in the ICT industry is not stochastic, but driven by 

systematic factors. In particular, our findings reveal that in the ICT industry: (i) firm growth 

exhibits a positive and significant persistence; (ii) agency costs and financial leverage exert a 

significantly negative effect on firm growth; (iii) R&D investment and financial performance 

possess a significantly positive effect on firm growth; (iv) the  Great Recession (the 2007-2009 

recession) caused a significantly negative effect on firm growth; (v) firm size exerts a 

significantly positive and, contrary to most findings in the literature, non monotonic, inverted U-

shaped effect on firm growth; and, finally, (vi) Gibrat’s law does not hold. Our results contain 

significant policy implications in that they suggest that the growth dynamics of the ICT industry 

leads to more concentration and less competition.  

The rest of the paper is organized as follow. In section 2, we review the literature on 

stochastic models of firm growth in the tradition of Gibrat’s law and outline our main research 

hypotheses. In section 3, we describe the data and discuss the relevant summary statistics. In 

section 4, we specify the baseline empirical model and summarize the main aspects of the system 

GMM methodology. We present and discuss in Section 5 the empirical findings identified by the 

system GMM estimator. The final section concludes and offers some further remarks. 

2. Theoretical background and hypotheses development 

This section reviews the relevant literature on the determinants of firm growth, some of which 

previous studies on stochastic models of firm growth did not consider
11

 and develops a series of 

statistical hypotheses that define the role of systematic firm characteristics in explaining firm 

growth in the ICT industry within the context of Gibrat’s law. The characteristics examined 

include: (1) agency costs; (2) research and development (R&D) expenditure, (3) firm size; (4) 

                                                 
11

 See, for example, Coad (2007), Coad and Rao (2008), Hölzl (2009), Colombelli, Haned, and Le Bas (2013); 

Schimke and Brenner (2011), García-Manjón and Romero-Merino (2012), Oliveira and Fortunato (2006, 2008), and 

Del Monte and Papagni (2003). 
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growth persistence; (5) financial leverage; and (6) profitability.  In addition, we evaluate the 

effect of the recent financial crisis and Great Recession (2007-2009) on firm growth.  

2.1 Agency costs and growth 

The corporate finance literature emphasizes the importance of information asymmetry and 

agency costs in influencing firm growth through the effect on the efficiency of firms’ 

investments (Stein, 2003). Myers and Mailuf (1984) argue that information asymmetry increases 

the cost of external financing and may, therefore, force firms to forgo potentially profitable 

investments. As a result, internal resources constrain a firm's growth. Similarly, Myers (1977) 

identifies a “debt overhang” problem, where managers may forgo positive net present value 

(NPV) projects in the presence of risky debt. Our measure for agency costs equals the ratio of 

annual sales to total assets, which measures asset utilization. This ratio was first used in the 

agency context by Ang, Cole and Lin (2000) and was later adopted by Singh and Davidson 

(2003), Fleming, Heaning and McCosker (2005), and Florackis and Ozkan (2009). The ratio 

measures how effectively management deploys the firm's assets. A high asset utilization ratio 

shows a large amount of sales and ultimately cash flow that a given level of assets generates. A 

low asset utilization ratio, on the other hand, indicates that management uses assets in non-cash 

generating activities and asset deployment for unproductive purposes such as value destroying 

ventures and consumption of perquisites (Singh and Davidson, 2003). Therefore firms with 

considerable agency conflicts will show lower asset utilization relative to those with less agency 

conflict. This implies that asset utilization should vary inversely with agency costs. This leads to 

the following testable hypothesis regarding asset utilization and firm growth in the ICT industry: 



12 

 

Hypothesis 1. Asset utilization in the ICT industry exerts a 

positive effect on firm growth (i.e., by proxy, agency costs exert a 

negative effect on firm growth). 

2.2 Research and development (R&D) and growth 

The evolutionary perspective argues that innovation drives firm performance and the evolution 

of industrial structure (Nelson and Winter, 1982). For a firm to survive in a Schumpeterian 

world, simply producing a given set of outputs, employing a given set of inputs with a given 

technology is not enough. Successful firms in the long term must develop innovation capabilities 

(i.e., a stock of technological knowledge) and profit from them (Nelson, 1991). Different 

endowments of innovation capabilities will eventually lead to persistent differences in the 

performance and growth of competing firms. While the stock of knowledge and the underlying 

learning processes through which the stock of knowledge accumulates are unobservable, the 

amount of R&D expenditure provides an indicator or a signal that these processes occur and can 

account for the differences in performance and growth across firms. The empirical literature 

generally finds a positive relationship between R&D expenditure and firm growth (Mansfield. 

1962; Hall, 1987; Amirkhalkhali and Mukhopadhyay, 1993; Liu, Tsou and Hammitt, 1999; Yang 

and Huang, 2005; Del Monte and Papagni, 2003; and Adamou and Sasidharan, 2007). On the 

other hand, the literature also presents some evidence showing no effect of R&D expenditure on 

firm growth (Heshmati and Lööf, 2006; and Almus and Nerlinger, 1999). This leads to the 

following testable hypothesis regarding R&D intensity and firm growth in the ICT industry:  

Hypothesis 2. R&D intensity in the ICT industry produces 

a positive effect on firm growth. 

2.3 Firm size and growth 
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Firm size forms a building block in many models of firm growth. Most empirical results find a 

relationship between firm growth and firm size. Such a relationship contradicts Gibrat’s law, 

which states that luck constitutes the main mechanism of firm growth (Scherer, 1970). Hall 

(1987), Evans (1987a, 1987b), Mata (1994), Cooley and Quadrini (2001), and Becchetti and 

Trovato (2002) find that firm growth inversely relates to firm size. This negative relationship 

implies that smaller firms grow faster than larger firms. In contrast, Singh and Whittington 

(1975) and Hart and Prais (1956) find that growth positively relates to firm size. Kumar (1985), 

Chen et al (1985) Acs and Audretsch (1990), Wagner (1992) and Fulton, Fulton, Clark, and 

Parliament (1995) find that firm growth dos not relate to firm size, confirming Gibrat’s law.  

Following the previous literature (Mehran, 1995, Fama and French, 2002; Frank and Goyal, 

2009; Rahaman, 2011; Coluzzi, Ferrando and Martinez-Carrascal, 2015; and Wu and Yeung, 

2012), we measure firm size as the natural logarithm of total assets, and firm growth as the first 

difference of firm size. Total assets commonly measure firm size and firm growth. By examining 

the growth of total assets, we capture a broad range of activities undertaken by the firm. As firms 

grow, they expand not only their physical capital, but also their gross working capital (e.g., 

inventories, cash and equivalents, and accounts receivable). Growth can also occur through 

mergers and acquisitions (M&A) and firms can shrink through the divestiture of assets. Total 

assets are defined as the sum of current assets, net property, plant and equipment, and other 

noncurrent assets (including intangible assets, deferred items, and investments and advances). 

We posit two testable hypotheses regarding firm size and firm growth in the ICT industry. The 

first hypothesis states: 

Hypothesis 3a.  Firm size linearly affects firm growth. 
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The second hypothesis relies on the work of Hall (1987), Evans (1987a, 1987b), and 

Dunne and Hughes (1994), who find that a highly nonlinear relationship exists between firm size 

and firm growth. Thus, the second hypothesis states: 

Hypothesis 3b. Firm size nonlinearly (quadratically) affects firm 

growth. 

2.4  Growth persistence 

Does firm growth persist over time? Ijiri and Simon (1967), Singh and Whittington (1975), 

Kumar (1985), Chesher (1979), Wagner (1992), Geroski et al. (1997), and Bottazzi and Secchi 

(2003) find positive growth persistence. On the contrary, Oliveira and Fortunato (2006) and 

Goddard, Wilson, and Blandon (2002) finding evidence of negative persistence, implying a 

pattern of oscillating growth, in which growth and decline alternate with each other. Finally, 

Coad and Hölzl (2009), Oliveira and Fortunato (2008), and Goddard, McKillop and Wilson 

(2002) find no evidence of growth persistence. We measure growth persistence using the first lag 

of firm growth. We expect that Gibrat’s law does not hold and that firm size affects growth, 

which exhibits persistence.
12

 This leads to the following testable hypothesis regarding 

persistence and firm growth in the ICT industry: 

Hypothesis 4. Firm growth in the ICT industry exhibits 

persistence. 

2.5 Financial leverage and growth 

Financial theories (Myers and Majluf, 1984; and Demirguc-Kunt and Maksimovis, 1998) 

highlight the effect of financial considerations in firm dynamics. Many empirical studies regard 

the lack of financial resources as an important barrier to firm growth (Audretsch and Elston, 

                                                 
12

 Hart (2000) argues that the degree of serial correlation of growth may indicate the relative importance of 

systematic and stochastic factors in firm growth. He suggests that systematic factors should produce persistent firm 

growth and, hence, a high degree of serial correlation. 
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2002; Becchetti and Trovato, 2002; Müller and Zimmerman, 2009; and Oliveira and Fortunato, 

2006). The financing constraint literature highlights the roles of financial measures, such as 

profitability and financial leverage, in explaining the dynamics of firm growth (Oliveira and 

Fortunato, 2006). Leverage affects firm growth through the external financing channel, while 

profitability affects firm growth through the internal financing channel. Huynh and Petrunia 

(2010) find a positive and nonlinear relationship between firm growth and leverage; on the other 

hand, Land, Ofek and Stulz (1996) find a strong negative relationship between leverage and firm 

growth, as leverage slows down the growth of investment. Both Huynh and Petrunia (2010) and 

Lang, Ofek and Stulz (1996) define leverage as total debt divided by total assets. They use 

different datasets, however. Huynh and Petrunia use a dataset (1984-1998) of small private firms, 

while Lang, Ofek and Stulz (1996) use a data set (1970-1989) of large U.S. public firms. From 

the agency cost perspective, leverage associates with moral hazard behavior (Jensen and 

Meckling, 1976; and Stulz, 1990). Thus, lower debt financing associates with less moral hazard 

and higher firm growth. Myers (1977) argues that leverage exerts a negative effect on investment 

because of an agency problem between shareholders and bondholders. The theories of Jensen 

(1986), Stulz (1990), and Grossman and Hart (1982) also suggest a negative relationship 

between leverage and investment, but their arguments rely on agency conflicts between 

managers and shareholders. Bryan, Hwang and Lilien (2000) and Yermack (1995) use firm 

leverage as a proxy for all agency debt problems. Thus, agency theory predicts a negative 

relationship between leverage and investment and, therefore, a relationship between leverage and 

firm growth. This leads to the following testable hypothesis regarding financial leverage and firm 

growth in the ICT industry: 
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Hypothesis 5. Financial leverage in the ICT industry causes a 

negative effect on firm growth. 

2.6 Profitability and growth 

Profitability generally proxies for financial resources of the firm that boost growth. Profits play a 

dominant role in the firm's capacity to access resources, since it simultaneously provides a source 

of internal financing and a direct mechanism to attract external sources of financing (Chen, 

Babb, and Schrader, 1985). With a few exceptions, some show a negative effect of profits on 

growth (Markman and Gartner, 2002; Reid, 1995; and Lee, 2014) and others show a rather 

limited influence of profits on growth (Coad, 2007;Bottazzi, Dosi, Jacoby, Secchi and Tamagni 

2010; and Delmar, McKelvie and Wennberg, 2013), most empirical work (Brush, Bromiley and 

Hendrickx, 2000; Capon, Farley and Hoening, 1990; Cho and Pucik, 2005; Cowling 2004; and 

Jang and Park, 2011) find that profitability exerts a positive effect on firm growth. This finding 

proves consistent with Alchian's theory of the firm (Alchian, 1950), the evolutionary view of the 

firm (Nelson and Winter, 1982), and the resource-based view of the firm (Barney, 1991). The 

financing constraint theory (Goldratt, 1990) and the pecking order theory (Myers and Majluf, 

1984) are also consistent with the finding of a positive effect of profitability on growth. The 

financing constraint theory argues that non-profitable firms do not possess a buffer, as retained 

earnings, available for investment, and cannot finance their growth or, at least, their 

sustainability and will finally disappear. In the pecking order theory, firms take the course of 

least resistance, obtaining financing from readily available sources, such as retained earnings, 

before moving on to more difficult to use sources, such as debt. We use return on equity (ROE) 

to measure profitability, which equals the ratio of net profit to common equity. This leads to the 

following testable hypothesis regarding firm profitability and firm growth in the ICT industry: 
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Hypothesis 6. Profitability (ROE) in the ICT industry generates a 

positive effect on firm growth. 

2.7 The Great Recession and growth 

The cyclical dynamics of the economy, in the form of the business cycle, is a contextual factor 

that can explain firm growth (Oberhofer, 2012; and Fort, Haltiwanger, Jarmin and Miranda 

2013). The literature documents that the Great Recession and the global financial crisis 

produced, in addition to the obvious macroeconomic effects, significant microeconomic 

repercussions, which resulted in adverse outcomes on production (Liu, 2009), sales (Cowling, 

Liu, Ledger and Zhang, 2015), investment (Campello, Graham and Harvey, 2010), and 

performance (Akbar, Rehman and Ormrod, 2013; Perić and Vitezić, 2016). All these 

repercussions, in turn, exert a negative effect on firm growth.
13

 This leads to the following 

testable hypothesis regarding the Great Recession and firm growth in the ICT industry:  

Hypothesis 7. The 2007-2009 Great Recession produced a 

negative effect on firm growth in the ICT industry. 

3. Data and descriptive analysis 

We use firm-level annual data from 85 ICT firms that managed to survive over the period 1990-

2013. We obtain our sample from the Standard and Poor's COMPUSTAT Annual North America 

database (Economic Sector Code: 8000). We do not isolate outliers, such as firms with very high 

growth rates, as this procedure associates with the risk of excluding firms with truly high growth 

                                                 
13

 Claessens, Djankov and Xu (2000) studied corporate performance in the East-Asian financial crisis on a sample of 

more than 850 publicly listed firms in the four crisis countries (Indonesia, Malaysia, the Republic of Korea, and 

Thailand) and two comparators (Hong Kong and Singapore). They compared the growth and financing patterns of 

East-Asian corporations in the years before the crisis with those in other countries and found little microeconomic 

evidence that corporate growth weakened. They found some support, however, for the argument that many firms 

possessed a weak financial structure that left them vulnerable to an economic downturn. They claim that firm-

specific weaknesses that already existed before the crisis were important factors in the deteriorating performance of 

the corporate sector. 
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rates. We also do not put any restrictions on a minimum amount of sales as this procedure 

associates with the risk of excluding firms that are nascent. The data constitute an unbalanced 

panel, and comprise seven sectors of the ICT industry: 1) Telecommunication Equipment (8030); 

2) System Software (8140) and Application Software (8130); 3) Semiconductors (8230) and 

Semiconductor Equipment (8220); 4) Computer Hardware (8050) and Computer Storage and 

Peripherals (8052); 5) Electronic Manufacturing Services (8200) and Consulting Services 

(8120); 6) Electronic Equipment and Instruments (8150); 7) Technology Distributors (8210). The 

COMPUSTAT industry sector codes appear in parentheses.  

Table 1 provides the ICT industry distribution of the sample. Semiconductors and 

Semiconductor Equipment, the largest category, comprises 22% of the sample. Electronic 

Equipment and Instruments and Electronic Manufacturing Services and Consulting Services 

comprise 21% and 18% of the sample, respectively. The smallest industry category, Technology 

Distributors, comprises 4% of the sample. 

Table 2 reports summary statistics of the relevant variables over the entire sample period 

(1990-2013). They include the mean, the standard deviation, and the minimum and maximum 

values. We compute firm growth (GROWTH) as the first difference in the logarithm of total 

assets (COMPUSTAT number 6). The minimum and maximum values of the firm growth are -

105% (Electronic Equipment and Instruments) and 172% (Telecommunication Equipment), with 

an average of 9.7%. We compute return on equity (ROE) as income before extraordinary items 

(COMPUSTAT item no. 18) divided by common equity (COMPUSTAT item no. 60). ROE has 

a minimum of -492% (Electronic Equipment and Instruments) and a maximum of 261% 

(Technology Distributors) with an average of 6.6%. We compute total assets (TOTAL ASSETS) 

(COMPUSTAT number 6) as the sum of current assets, net property, plant and equipment, and 
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other noncurrent assets (including intangible assets, deferred items, and investments and 

advances). Total assets (in millions of dollars) has a minimum of $1.36 (Electronic 

Manufacturing Services and IT Consulting Services) and a maximum of $114,288 (Electronic 

Equipment and Instruments). Net sales (in millions of dollars) (COMPUSTAT item no. 12) 

equals the amount of sales after the deduction of returns, allowances for damaged or missing 

goods, and any discounts allowed. Net sales has a minimum of $0.42 (Electronic Equipment and 

Instruments) and a maximum of $127,245 million (Computer Hardware and Computer Storage 

and Peripherals). The natural logarithm of total assets equals firm size (SIZE). We compute asset 

utilization (ASSET UTILIZATION) equals net sales (COMPUSTAT item no. 12) divided by 

total assets (COMPUSTAT item no. 6). The asset utilization ratio has a minimum of 1.3% 

(Electronic Equipment and Instruments) and maximum of 378% (Electronic Manufacturing 

Services and IT Consulting Services) with a mean of 110%. We compute leverage 

(LEVERAGE) equals the sum of long-term debt (COMPUSTAT item no. 9) and short-term debt 

(COMPUSTAT item no. 12) divided by total assets (COMPUSTAT item number 6). The 

leverage ratio has a minimum of 0% (Computer Hardware and Computer Storage and 

Peripherals; Electronic Manufacturing Services and IT Consulting Services; Electronic 

Equipment and Instruments) and a maximum of 92.3% (Technology Distributors) with an 

average of 56%. We compute R&D intensity (R&D INTENSITY) equals R&D expenditure 

(COMPUSTAT item no. 46) divided by net sales (COMPUSTAT item no. 12). R&D intensity 

has a minimum of 0% for one or more firms (in all industries except Telecommunication 

Equipment, and Semiconductors and Semiconductor Equipment) and a maximum of 277% for 

one firm (Electronic Equipment and Instruments) with an average of 9.4% across all firms. The 

http://www.investopedia.com/terms/d/deduction.asp
http://www.investopedia.com/terms/a/allowances.asp
http://www.investopedia.com/terms/d/discount.asp
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large range of maximum and minimum values for all variables shows that the sample covers both 

large and small firms.  

Sector-specific comparisons reveal that the average growth rate is highest in the System 

Software and Application Software sector (15.35%) and lowest in the Electronic Equipment and 

Instruments sector (5.62%). The average ROE is highest in the System Software sector (15.55%) 

and lowest in the Electronic Equipment and Instrument sector (0.00%). The average asset 

utilization ratio is highest in the Technology Distributors sector (252.81%), and lowest in the 

System Software and Application Software sector (84.63%). The average debt-to-asset ratio 

(leverage) is highest in the Computer Hardware and Computer Storage and Peripherals (50.23) 

and lowest in the Semiconductors and Semiconductor Equipment sector (30.02%). R&D 

intensity is highest in the Semiconductors and Semiconductor Equipment sector (14.9%), and 

lowest in the Technology Distributor sector (0.31%). 

4. Empirical methodology  

We consider an autoregressive dynamic panel model of order one of the type: 

ti,itti,1ti,ti, εμγβXαyy   ,        (1) 

where the subscripts i and t denote firm and year, respectively, ti,y  is firm growth, 1ti,y   is one-

period lagged firm growth, ti,X  is a matrix of explanatory variables, tγ  and iμ  are, respectively, 

a time-specific and firm-specific effect. The most commonly used firm-specific effect is a fixed 

(within-group) effect, because a random effect assumes an independent distribution of the 

explanatory variables from the individual effects, an assumption that is violated between 1ti,y   

and tγ . The time-specific effect (common to all firms and specific to each time period) is a row 

vector of year dummy variables. The last term in equation (1), ti,ε  , is the idiosyncratic random 
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disturbance, assumed independent and identically distributed with mean 0 and variance 
2
εσ  both 

over time and across firms. Autoregressive dynamic panel models such as equation (1) have 

become increasingly popular in the last two decades due, in part, to the increased availability of 

micro level data (e.g., data for individuals, households, or firms). The identification of economic 

relationships at the disaggregate level possess numerous advantages, including avoiding the 

serious problem of aggregation bias (Lippi and Forni, 1990).  

Despite its growing importance, several econometric issues exist that relate to the 

dynamic panel model of equation (1) (Greene, 2012). Pooled Ordinary Least Squares estimation 

(OLS) fails to account for the time-series dimensions of the data and creates two major 

shortcomings: (i) it fails to account for the unobserved firm-specific (fixed) effects, which causes 

an  omitted-variable bias (Nickell, 1981) that enters the error term; (ii) it fails to control for the 

potential endogeneity problem. Fixed Effects (FE) estimation controls for the unobserved time-

invariant effects by first-differencing equation (1), which eliminates the time-invariant firm-

specific effects iη  and its associated omitted-variable bias: 

ti,ti,1ti,ti, ΔεβXyαy         (2) 

The differenced error term ti,Δε  (i.e., 1ti,ti, εε  ), however, which is now by construction an 

MA(1), is correlated with 1ti,Δy   (i.e., 1ti,y  - 2ti,y  ), since they both include 1ti,ε  . Thus, FE (as 

well as OLS) on the first differences in a dynamic panel produces inconsistent parameter 

estimates because 0)ΔεyE( ti,1ti,   . Moreover, the FE estimator does not address the 

endogeneity problem either.  

The most widely used alternatives to the pooled OLS and FE estimation are the dynamic 

panel GMM estimators, which are specifically designed to capture the joint endogeneity of the 
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lagged dependent variable and other explanatory variables by creating a matrix of internal 

instruments. The dynamic panel GMM estimators generalize the Anderson and Hsiao (1992) IV 

estimator that uses 2ti,y   as an instrument for 1ti,Δy  . This is a valid approach because 2ti,y   is 

correlated with 1ti,Δy  , but not with ti,Δε , i.e., 0)ΔεE(y ti,2ti,  , but is not efficient, since it does 

not use all the available instruments.  

The GMM method for dynamic panel data (Arellano and Bond, 1991; Arellano and 

Bover, 1995; and Blundell and Bond, 1998) provides an adequate and more convenient 

framework for obtaining asymptotically efficient results in this context. This methodology 

handles important modeling concerns, in particular, unobserved heterogeneity and endogeneity 

of regressors, while avoiding the dynamic panel bias (Nickell, 1981). Moreover, it 

accommodates unbalanced panels and multiple endogenous variables.  

Two types of GMM estimators for dynamic panels exist: 1) the difference GMM 

estimator, developed by Arellano and Bond (1991), and 2) the system GMM estimator, 

developed by Blundell and Bond (1998).
14

  

The difference GMM estimator uses lagged values in levels as instruments of the 

variables in differences and requires that the error term does not have second-order 

autocorrelation. Specifically, 

0)]ε(εE[y 1ti,ti,sti,    for s 2 and t = 3,...,T    (3) 

and 

0)]ε(εE[X 1ti,ti,sti,     for s 2 and t = 3,...,T    (4) 

                                                 
14

 Each estimator, in turn, has two versions: the one-step version, which corresponds to the homoskedastic case, and 

the two-step version, in which the standard covariance matrix remains robust to panel-specific autocorrelation and 

heteroskedasticity. The two-step system GMM estimator, however, produces downward biased standard errors. 

Windmeijer (2005), however, proposes corrected standard errors using a finite-sample correction. 
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A well-known problem, however, with the difference GMM estimation is that it suffers 

from the "weakness" of its instruments, resulting in poor finite sample properties in terms of bias 

and consistency. Specifically, the lagged values of the explanatory variables provide "weak" 

instruments for the equation in first differences (Arellano and Bover, 1995). Additionally, 

differencing may reduce the power of the tests by reducing the variation in the explanatory 

variables (Beck, Levine and Loayza, 2000), and exacerbate the effect of measurement errors on 

the dependent variable (Griliches and Hausman, 1986). Arellano and Bover (1995) argue that the 

absence of information concerning the parameters in the variables in levels causes substantial 

loss of efficiency in models estimated in first differences using instruments in levels. Arellano 

and Bover (1995) and Blundell and Bond (1998) argue that we can mitigate these shortcomings 

by including the equation in levels in the estimation procedure. Blundell and Bond (1998) further 

document that for short sample periods and persistent data, the difference GMM performs poorly 

and propose the system GMM estimator, which combines the equation in differences (equation 

2) with the equation in levels (equation 1). The instruments for the equation in differences are the 

same as in the difference GMM (i.e., the lags in levels starting from lag 2 and beyond). For the 

equation in levels, which contains the fixed effects, the instruments are the lags in differences, 

which makes them exogenous to the fixed effects. Thus the system GMM estimator involves the 

estimation of a system containing both differenced and level equations, where lagged values in 

levels are used as instruments of the variables in differences, and lagged differenced values are 

used as instruments for variable in levels. The additional moment conditions requires that the 

unobserved firm-specific effects do not correlate with the explanatory variables in differences.  

That is, 

0)]ε)(μy-E[(y ti,i2-ti,1ti,   for s 2 and t = 3,...,T    (5) 
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and 

0)]ε)(μX-E[(X ti,i2-ti,1ti,    for s 2 and t = 3,...,T   (6) 

The system GMM estimator, however, leads to the proliferation of instruments: the 

number of instruments grows quadratically with T and system GMM becomes inconsistent as the 

number of instruments becomes too large. Too many instruments leads to overfitting the model 

(Roodman, 2009b) and weakens the power of the tests. No guidance, however, exists in the 

econometric literature to determine when the instruments are "too many."  Roodman (2009b) 

recommends as a rule of thumb that the number of instruments should not exceed the number of 

individuals (in our case, 85 firms). Two techniques exist to reduce the instrument count: one 

“collapses” the instrument set; the other limits (truncates) the lag depth. Both solutions make the 

instrument count linear in T. The “collapsing” solution consists of creating different instruments 

for each lag, but not each time period; the “limiting” solution consists of including as instruments 

only a few lags instead of all the available ones (Blundell, Bond and Windmeijer, 2000).
15

  

5. Empirical results 

We report the findings of the system GMM estimation for two dynamic panel models. The first 

model enters firm size into the regression in a linear fashion (Model 1), while the second model 

enters firm size in a quadratic form (Model 2). All the regressions use firm growth as the 

dependent variable, computed as the first difference of firm size. The explanatory variables in 

Model 1 include (a) the one-period lagged firm growth; (b) the one-period lagged SIZE; (c) the 

                                                 
15

 Recently, a new approach to the problem of “too many” instruments in system GMM suggests the application of 

stochastic transformations rather than deterministic ones, more precisely the application of principal component 

analysis (PCA) to the set of GMM instruments (Mehrhoff, 2009; Kapetanios and Marcellino, 2010; and Bai and Ng, 

2010). Principal components analysis (PCA) of the GMM instruments extracts the largest eigenvalues of the 

estimated covariance matrix of the GMM instruments (Doran and Schmidt, 2006) and assembles the corresponding 

principal components (eigenvectors) with the largest variance (eigenvalues). From an initial set of uncorrelated 

instruments, PCA creates a set of uncorrelated components, where each component is a linear weighted combination 

of the initial instruments. This technique reduces the number of instruments to a smaller set that reflects the original 

instruments without any loss of information.  
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one-period lagged INTENSITY D&R ; (d) the one-period lagged ASSET UTILIZATION; (e) the 

one-period lagged LEVERAGE ; and (f) the one-period lagged EPERFORMANC , measured as 

return on equity (ROE). All explanatory variables enter with a lag because a contemporaneous 

relation with firm growth is difficult to justify. The one-period lag is also introduced to avoid any 

spurious correlation. We also include the dummy variable GREAT RECESSION that takes on 

value of 1 during the years of the Great Recession (2007-2009) and 0 otherwise. We use a set of 

year dummies to control for any macroeconomic shock other than the Great Recession and, thus, 

capture any unobserved heterogeneity across time and common to all firms.
16

 In Model 2, the set 

of explanatory variables also includes the square of SIZE to capture possible non-linearity. 

For each model, we estimate various specifications concerning the endogeneity of the 

explanatory variables, but report only the results of two specifications. The first specification 

posits that all explanatory variables, except firm size (Model 1A in the linear case) or firm size 

and firm size squared (Model 2A in the quadratic case), are endogenous and are internally 

instrumented. The second specification posits, instead, that all variables are endogenous, 

including firm size (Model 1B in the linear case) or firm size and firm size squared (Model 2B in 

the quadratic case), and are instrumented accordingly. We implement both the one-step and two-

step system GMM estimators, but report only the results of the two-step system GMM estimator, 

which is generally more efficient than the one-step estimator, especially for system GMM. The 

robust standard errors (robust to heteroskedasticity and any arbitrary pattern of autocorrelation 

within firms) are reported in parentheses using the Windmeijer (2005) finite-sample correction. 

In all cases, to reduce the number of instruments and to avoid the dangers of instrument 

                                                 
16

 The inclusion of a set of year dummies is a prudent step in GMM models, because the estimates of the 

coefficients' standard errors assume no correlation across firms in the idiosyncratic errors. Year dummies make this 

assumption more likely to hold.  
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proliferation, we use levels dated t-3 and t-4 in the equation in differences, and differences dated 

t-1 and t-2 in the equation in level, and “collapse” (Roodman, 2009a) the instrument set.  

Table 3 and 4 report the main findings of system GMM estimation. Each table contains 

four columns corresponding to four different ways to deal with the data. We report in columns 

(1) and (3) the estimates using the first difference (FD) transformation, while we report in 

columns (2) and (4) the estimates based on the forward orthogonal deviation (FOD) 

transformation suggested by Arellano and Bover (1995).
17

 The validity of system GMM hinges 

on statistical diagnostics. We include in each table five sets of diagnostic statistics. First, we 

report the Sargan and Hansen tests of overidentification. The system GMM estimator uses 

multiple lags as instruments. This means that our model is overidentified, which provides the 

opportunity to conduct a test of overidentification to see if the instruments are exogenous. We 

report both tests since the Sargan test, whilst not robust to heteroskedasticity, is not weakened by 

increasing numbers of instruments, whereas the Hansen test is robust to heteroskedasticity, but is 

weakened by using many instruments. Both tests yield a statistic that has a chi-square 

distribution under the null hypothesis that the instrument are orthogonal to the error term. A 

second set of statistics is the Arellano and Bond (1991) tests for first- and second-order serial 

correlation. The tests are applied to the residuals in differences. First-order serial correlation is 

expected in a dynamic panel, since the residuals in first differences should correlate by 

construction. The AR(2) test evaluates second-order serial correlation in differences, since 

                                                 
17

 One drawback of the FD transformation is that in unbalanced panels it, magnifies the gaps. If an observation in a 

panel is missing, then in the first difference data, the first difference at t and t+1 are also missing, since they cannot 

be computed. In contrast to the FD transformation, which subtracts the previous value from the current value, the 

FOD transformation subtracts the average of all available future observations from the current value. While the FD 

transformation drops the first observation on each individual in the panel, the FOD transformation drops the last 

observation for each individual in the panel, but can be computed even in the presence of gaps in the panel. 

Hayakawa (2009) compares the performances of the GMM estimator of dynamic panel model wherein individual 

effects are removed by the forward orthogonal deviations or the first differences. The simulation results indicate that 

the GMM estimator of the model transformed by the forward orthogonal deviations tends to work better than that 

transformed by the first differences. 
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second-order serial correlation in differences indicates first-order serial correlation in levels. A 

third set of statistics is the Wald test of the hypothesis that the coefficient estimates of firm size 

and firm persistence are jointly not significantly different from zero. Chesher (1979) and 

Tschoegl (1983) note that the validity of Gibrat’s law requires two conditions. First, firm growth 

is independent of firm size and, second, firm growth does not persist, avoiding any 

autocorrelation structure. A fourth set of statistics is the difference-in-Hansen tests, which 

examine the validity of instrument subsets in the level and the difference equation separately. 

The difference-in-Hansen test statistics are distributed as a chi-square with degrees of freedom 

equal to the subset of instruments.  

5.1 Linearity in size 

Tables 3 report the estimates of Model 1, which posits linearity of the firm size. In columns (1) 

and (2), we treat all explanatory variables as endogenous, except firm size (Model 1A), while in 

columns (3) and (4), we treat all explanatory variables, including firm size, as endogenous 

(Model 1B).  We report in columns (1) and (3) the estimates using the first differences (FD) 

transformation and report in columns (2) and (4) the estimates based on the forward orthogonal 

deviations (FOD) transformation suggested by Arellano and Bover (1995). 

The results do not appear to suffer from the problem of proliferation of instruments. The 

number of instruments is fairly low, and much less than the number of firms (85), which 

mitigates the problem of too many instruments. If we did not truncate the lag length and collapse 

the instruments or did not apply principal components, the estimation would include over 1000 

instruments. The results are robust across FD and FOD transformations, and lend support to the 

hypotheses that firm-specific characteristics reflect the hypothesized influence on firm growth.   



28 

 

The results provide strong evidence that asset utilization positively affects firm growth 

(p< 0.01) in all four cases. This implies that agency costs, which are inversely related to asset 

utilization, exert a negative effect on firm growth. Thus, this finding confirms the link between 

agency costs and firm growth, as predicted by Hypothesis 1. Strong evidence of a positive nexus 

between R&D intensity and firm growth (p<0.01) exists in all cases.  Firms that invest in R&D 

grow more than firms that do not. This result confirms Hypothesis 2. The findings provide strong 

evidence that firm size affects firm growth (p<0.01 in three cases and p<0.05 in one case). The 

positive coefficient of size implies that large firms grow larger, contrary to most findings in the 

firm growth literature, than small firms. Lagged growth is positively related to current growth 

and firm size is positively related to current growth (p < 0.01 in all cases). The positive, but less 

than one, coefficient for lagged growth implies that growth is persistent, but not explosive. This 

means that in our sample of ICT firms, growth encourages growth, or, in the evolutionary 

perspective, "success breeds success" (Nelson and Winter, 1982). Growth generates a positive 

“self-reinforcing” effect, meaning that firms that grew faster in any one year are more likely to 

repeat this performance in the following year. Our results support those obtained by Bottazzi and 

Secchi (2003) for U.S. manufacturing companies. These results confirm Hypotheses 3 and 4. The 

results provide strong evidence of an inverse relationship between firm growth and leverage. 

Leverage is negatively related to firm growth (p<0.01 in all four cases), suggesting that firms 

with high leverage do not take advantage of growth opportunities. This result is similar to the 

findings in the capital structure literature (Myers, 1977; Auerbach, 1985; Lang, Ofek and Stulz, 

1996) that shows that increased leverage reduces the firm's ability to raise additional funds to 

invest. Thus, we confirm Hypothesis 5. Profitability exerts a positive effect on firm growth (p< 

0.01 in three cases and p<0.05 in one case). Firms with internal financing resources can capture 
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growth opportunities and grow more than firms that experience internal financing constraints. 

Profitable firms grow, which is consistent with the evolutionary perspective (Nelson and Winter, 

1982), Alchian's theory of the firm (Alchian, 1950), and the resource-based view of strategic 

management and entrepreneurship. Thus we confirm the link between firm growth and 

profitability as predicted by Hypothesis 6. Finally, firm growth is negatively related to the Great 

Recession (p < .01 in all four cases), indicating that this extreme macroeconomic event 

significantly slowed the growth of the ICT industry. This in turn confirms Hypothesis 7. The 

Wald test rejects (p < 0.01 in all four cases) the null that the coefficients on firm size and lagged 

firm growth are jointly equal to zero, which implies that our sample of ICT firms do not support 

Gibrat's law. This is in addition to the t-tests that reject Hypotheses 3 and 4 individually.  

Both Model 1A and Model 2A perform reasonably well in terms of diagnostics. The 

reliability of our econometric methodology depends crucially on the validity of the instruments. 

The Sargan and Hansen statistics confirm the validity of the instruments and the difference-in-

Hansen tests, which check the validity of the instruments in the level equation and the difference 

equation separately, further substantiate it. This is important because it confirms that the 

outcome of the Hansen tests is not a type II error arising from pooling valid and invalid 

instruments. The consistency of the estimates also depends on the serial correlation in the error 

term. The Arellano-Bond test for AR(1) confirms the presence of serial correlation of order one, 

which is expected, and the Arellano-Bond test for AR(2) provides no indication that the 

instruments are correlated with the error term. We cannot reject the null hypothesis of no second-

order serial correlation in all regressions. That we do not find second-order serial correlation 

provides additional evidence that our use of lags is valid, and we do not need to use deeper lags 

as instruments.  
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To complete our analysis of Model 1, we implement two robustness checks that examine 

the sensitivity of the findings to alternative estimation methods and variables. First, we estimate 

all four versions of Model 1 using principal component analysis (PCA) with the instrument 

matrix restricted and collapsed as in the specifications of Table 3.  The parameter estimates and 

test statistics are very close in magnitude and significance to the corresponding values in the four 

versions of Table 3. The explained variance from PCA captures most of the variation of the 

instruments, and the Kaiser-Meyer-Olkin measure of sampling adequacy confirms that PCA 

performs reasonably well. Second, we assess the robustness of our findings to the choice of the 

measure of profitability. We employed two additional measures of profitability and replaced 

return on equity (ROE) by return on assets (ROA) and return on investment (ROI), which are 

more stringent measures of profitability. The findings using ROA or ROI do not lead to the 

rejection of the hypothesis that profitability exerts a positive effect on growth. The size and 

significance of the parameter estimates do not materially change, and all the diagnostic tests 

support the validity of the instruments. For the sake of brevity, the detailed results are not 

reported, but are available from the corresponding author upon request. 

5.2 Nonlinearity in size 

The previous analysis assumes that the relationship between firm growth and firm size is linear. 

We test this hypothesis by estimating a nonlinear model that adds a quadratic term 
2

1-ti,SIZE  to 

Model 1 to capture possible non-linearities. Then, we text the null hypothesis of linearity in size 

by testing the null hypothesis that the coefficient on the quadratic term does not differ 

significantly from zero. If we reject this hypothesis, we can affirm the existence of non-linearity 

nexus between firm size and firm growth. Letting 1β be the estimate of size and 2β the estimate 

of size squared, the marginal effect of firm size on firm growth is 1ti,21 SIZE2ββ  , which is 
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positive when 1β >0 and 2β >0, and negative when 1β <0 and 2β <0. If 1β >0 and 2β <0, however, 

the effect can turn from positive to negative. Similarly, if 1β <0 and 2β >0, the effect can turn 

from negative to positive. So, the quadratic specification introduces the possibility that the 

relationship between size and growth may be non-monotonic and may switch sign at some level 

of size. Firm size will exert a negative effect on growth when 2β <0 and 
2

1
1ti,

2β

β
SIZE  , which 

comes from setting the marginal effect 1ti,21 SIZE2ββ   = 0.  

We present the results in Table 4. The Table follows the same basic structure as Table 3. 

In columns (1) and (2), we treat all explanatory variables as endogenous, except firm size and 

firm size squared (Model 2A), while in columns (3) and (4), we treat all explanatory variables, 

including firm size and firm size squared, as endogenous (Model 2B).  We report in columns (1) 

and (3) the estimates using the first differences (FD) transformation and report in columns (2) 

and (4) the estimates based on the forward orthogonal deviations (FOD) transformation 

suggested by Arellano and Bover (1995). In all cases, we maintain the same instrument matrix 

employed in the estimates in Table 3. The coefficients on one-period lagged growth are positive 

and significant (p<0.01) in all four cases and close in magnitude to the coefficients displayed in 

Table 3. Growth persists in both the linear and quadratic specification of size. For profitability 

(ROE), we find a positive relationship with firm growth and all coefficients are significant 

(p<0.05 in two cases and p<0.01 in the other two cases). The addition of the quadratic term does 

not appear to change the magnitude of these estimates. Agency costs are negatively related to 

firm growth, since the coefficients on asset utilization are positive and significant (p<0.01). The 

comparison with the coefficients on asset utilization in Table 3 does not reveal any material 

difference. Financial leverage negatively affects firm growth (p<0.01), but the size of the 
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coefficients is lower. R&D intensity maintains a positive effect on firm growth, but the 

significance of the coefficients is lower (p<0.05 in three cases and p<0.01 in one case). Thus, all 

hypotheses, except the hypothesis concerning size, that are accepted in the linear case are also 

accepted in the nonlinear case with minor, if any, modifications in the magnitude and 

significance of the coefficients across the four specifications. For the level and square of size, 

however, the results vary across the four specifications. Size and size squared affect firm growth 

in Model 2A (p<0.01). When size and size squared are assumed endogenous, the coefficient on 

size remains significant (p<0.01) only in the FD case. In all cases, however, the estimated 

coefficient on size is consistently positive, and the estimated coefficient on size squared is 

consistently negative. This leads to a non-linear inverted-U shaped relationship between firm 

growth and size. This result suggests that firms in the ICT industry do not enjoy unlimited 

economies of scale. They do enjoy economies of scale, but only up to a certain point. Above that 

threshold, size acts as a drag on growth and triggers a negative effect. This supports the 

arguments of Hall (1987), Evans (1987a, 1987b), and Dunne and Hughes (1994). Thus, size 

initially engenders a positive effect, but this influence turns negative as the firm size increases. 

We display the estimates of this threshold (SIZE*) along with the “delta-method”
18

 standard 

errors and the 95% “delta method” confidence intervals. This threshold indicates that the 

marginal effect becomes negative for values of the logarithm of total assets in the range 7.95-

10.09. This implies a range in the value of total assets between $2,852 million and $57,526 

million. The lower value occurs in the 95% confidence intervals of the 71-74 percentiles of the 

distribution of total assets, while the upper value occurs in the 95% confidence intervals of the 

95-96 percentiles. The vast majority of the firms in our sample do not reach the threshold, and in 

                                                 
18

 The delta method approximates the moments of nonlinear combinations of random variables by relying on a 

truncated Taylor series expansion.  
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their case, size continues to exert a positive effect on growth. Still, contrary to most of the extant 

literature, large firms grow larger than small firms. An important difference between Model 2A 

and Model 2B is the significance of the diagnostic tests, in particular the Hansen and the 

difference-in-Hansen tests. The significance of these tests increases by more than twice in Model 

2A compared to Model 2B, which suggests more confidence in the specification and instruments 

of Model 2A.   

To complete our analysis of Model 2, we implemented the same robustness checks that 

we employed in Model 1. First, we estimated all four versions of Model 2 using principal 

component analysis (PCA) with the instrument matrix restricted and collapsed as in the 

specifications of Model 1.  The parameter estimates and test statistics for the two versions (FD 

and FOD) of Model 2A are close in magnitude and significance to the corresponding versions of 

Model 1A. The explained variance from PCA captures most of the variation of the instruments, 

and the Kaiser-Meyer-Olkin measure of sampling adequacy confirms that PCA performs 

reasonably well. Conversely, the two versions (FD and FOD) of Model 2B exhibit a few 

shortcomings. The Hansen test statistic for the FD version rejects the validity of the instruments 

(p<.05) while the FOD version yields estimates for size and size squared that are not 

significantly different from zero. Second, we checked if the findings are robust when we 

replaced return on equity (ROE) by return on assets (ROA) and return on investment (ROI). The 

findings using ROA or ROI do not lead to the rejection of the hypothesis that profitability exerts 

a positive effect on growth. The size and significance of the parameter estimates do not 

materially change, and the diagnostic tests vary again across the two specifications. These results 

are not reported for economy of space, but are available from the corresponding author. 

6. Concluding remarks 
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This paper provides a unified framework to assess the debate on Gibrat's law in the ICT industry 

and to examine the main factors that determine growth using a sample of ICT firms that are 

publicly traded in the United States. We perform the analysis in a dynamic framework using data 

pertaining to 85 ICT firms for the period 1990-2013. We employ the two-step system GMM 

approach that allows for non-normality, unobservable heterogeneity, and most importantly, 

endogeneity in variables. We implement two main models: Model 1 assumes that growth is 

linear in size, while Model 2 assumes that growth is quadratic in size. Each model, in turn, has a 

dual specification, depending upon the treatment of size or size and size squared. In the first 

specification of Model 1 (Model 1A), we treat all the explanatory variables as endogenous, 

except size, which we treat as exogenous; in the second specification of Model 1 (Model 1B), we 

also treat size as endogenous. Similarly, in the first specification of Model 2 (Model 2A), we 

treat all the explanatory variables as endogenous, except size and size squared, which we treated 

as exogenous; in the second specification of Model 2 (Model 2B), we also treat size and size 

squared  as endogenous. Our findings are robust to alternative transformations of the data and are 

new to the literature, since the dynamics of firm growth has not been documented at the ICT 

industry level in the United States. 

The role played by size is important to assess the validity of Gibrat’s law, and our results 

show that, in the linear or quadratic form, firm size significantly affects firm growth, especially 

in the exogenous specification. Thus, our findings invalidate Gibrat’s law. Growth in the ICT 

industry is not random. In Model 1, firm size affects growth in a positive manner; in Model 2 

firm, size affects growth in a positive fashion also, but only up to a certain point, beyond which 

the effect turns negative and size acts as a constraint to growth. We find that for, at most, about 

20 percent of the firms in our ICT sample are size-constrained. We find that the quadratic effect 
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resembles an inverted-U shaped pattern. The fact that after a certain point, the effect of size on 

firm growth turns negative, does not imply that small firms will grow faster than large firms. 

Large firms still grow faster, and small firms are still left behind.  

Profound implications emerge from this finding. Most importantly, the industry may 

evolve in the direction of more concentration and less competition, and may eventually require 

regulatory intervention. Another important implication relates to macroeconomics. Current 

research on income inequality (see, for instance, Autor, 2014 and Acemoglu and Autor, 2011) 

finds that the “skill premium” (i.e., the wage difference between low skill and high skill workers) 

is increasing and one of the factors that drives income inequality. Mueller, Ouimet, and Simintzi 

(2015) find that the “skill premium” is larger in larger firms. Economies of scale allow workers 

at larger firms to be more productive than those at smaller firms. That, in turn, allows larger 

firms to pay higher wages. This suggests that income inequality may relate to firm size and firm 

growth. Increasing inequality requires firms whose size increases over time, although not 

unbounded, and the ICT industry provides some evidence of this outcome.  

Our results show the importance of agency costs and research and development 

investment. Agency costs, through the asset utilization proxy, negatively affect growth. A key 

implication of this finding is that ICT firms, if they want to grow, should examine the 

effectiveness of their own corporate governance mechanisms and devices, such as corporate 

ownership structure, managerial compensation structure, and the structure of the Board of 

Directors in mitigating managerial problems arising from agency conflicts. Research and 

development (R&D) investment affects growth in a positive way. Firms that invest in R&D grow 

and ultimately survive. A key policy implication is that policies designed to stimulate more R&D 

effort enables them to achieve superior performance in terms of firm growth. The puzzle, 
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however, is that R&D policies designed to help small firms may end up mainly helping large 

firms, because small firms remain small. Financial performance and leverage also affect growth. 

Growth and profitability are positively related, while growth and leverage are negatively related. 

Finally, we show that growth persists, which endorses the controversial evolutionary perspective 

inaugurated by Nelson and Winter (1982) that “success breeds success.” 

Much scope exists for further research. For example, it would be important to understand 

what factors account for the empirical value of the threshold, and it would be interesting to 

establish the extent to which the inverted-U shape between growth and size is detected in other 

industries.  
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Table 1. Sector distribution of the ICT sample 
 
This table presents the COMPUSTAT distribution of the ICT sample into seven sectors : 1) Telecommunication 

Equipment (8030); 2) System Software (8140) and Application Software (8130); 3) Semiconductors (8230) and 

Semiconductor Equipment (8220); 4) Computer Hardware (8050) and Computer Storage and Peripherals (8052); 5) 

Electronic Manufacturing Services (8200) and Consulting Services (8120); 6) Electronic Equipment and Instruments 

(8150); 7) Technology Distributors (8210). The industry sector code is in parentheses. The total number of firms is 

85. The data are annual and comprise the period 1990-2013. 

Sector No. of firms 

Telecommunication Equipment (8030) 10 

System Software (8140) and Application Software (8130) 10 

Semiconductors (8230) and Semiconductor Equipment (8220) 19 

Computer Hardware (8050) and Computer Storage and Peripherals (8052) 8 

Electronic Manufacturing Services (8200) and Consulting Services (8120) 16 

Electronic Equipment and Instruments (8150); 18 

Technology Distributors (8210) 4 
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Table 2. Descriptive statistics 

 
This table presents a few descriptive statistics (mean, standard deviation, maximum and minimum) of the relevant 

variables. The data are from COMPUSTAT and the sample contains 85 US firms that belong to the COMPUSTAT 

Economic Sector 8000. The time period is 1990-2013. GROWTH is the first difference of SIZE; SIZE is the natural 

logarithm of total assets; ROE is the ratio of income before extraordinary items to common equity;  ASSET 

UTLIZATION is the ratio of net sales to total assets ;  LEVERAGE is the ratio of the sum of long-term debt and 

short-term debt to total assets; SALES is net sales; R&D INTENSITY is the ratio of R&D expenditures divided by 

net sales . SALES and TOTAL ASSETS are in millions of US dollars. 

Variable Obs. Mean St. Dev. Min Max 

GROWTH 1955 9.75% 23.42% -105.38% 172.93% 

ROE 2040 6.60% 27.62% -492.51% 261.98% 

TOTAL ASSETS 2040 8,215.87 2,0261.34 1.36 142,431.00 

SIZE 2040 6.19 2.72 0.31 11.86 

SALES 2040 7,010.16 1,7786.97 0.42 127,245.00 

ASSET UTILIZATION 2040 110.88% 72.89% 1.37% 622.57% 

LEVERAGE 2040 38.05% 19.91% 0.00% 92.26% 

R&D INTENSITY 2033 9.37% 11.58% 0.00% 277.98% 
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Table 3. Two-step system GMM estimates of ICT growth: Model 1 
 

The table presents estimates of Model 1 using the two-step system GMM in the xtabond2 package for Stata 

(Roodman, 2009a).The data are from COMPUSTAT and the sample contains 85 US firms that belong to the 

COMPUSTAT Economic Sector 8000. The time period is 1990-2013. The dependent variable is GROWTH, 

calculated as the first difference of SIZE; SIZE is the natural logarithm of total assets; ROE is the ratio of income 

before extraordinary items profits to common equity; ASSET UTILIZATION is the ratio of sales to total assets;  

LEVERAGE is the ratio of the sum of long-term debt and short-term debt to total assets; SALES is net sales; R&D 

INTENSITY is the ratio of R&D expenditures divided by sales; GREAT RECESSION is a dummy variable that 

takes on value 1 if year = 2007, 2008, and 2009, and zero otherwise. Statistical significance is reported at 1, 5 and 

10% (***, **, * respectively). Figures in parentheses are the robust Windmeijer (2005) finite-sample corrected 

standard errors. The Wald test is a test of the null hypothesis that the parameters of lagged GROWTH and lagged 

SIZE are jointly zero. Rejection of the null hypothesis is equivalent to the rejection of the Gibrat's law. Year 

dummies are included but not reported. In MODEL 1 all explanatory variables are endogenous, except for firm size, 

and are instrumented. In MODEL 2 all explanatory variables are endogenous, including firm size, and are 

instrumented. FD is the first difference transformation; FOD is the forward orthogonal deviations transformation. 

For the equation in FD or FOD differences, levels dated t-3 and t-4 are used as instruments, whereas for the 

equation in levels, FD or FOD differences dated t-1 and t-2 are used. Arellano-Bond test for AR (1) is the test for 

first order autocorrelation in the differenced residuals and is distributed as N(0,1) under the null hypothesis of no 

first-order autocorrelation; Arellano-Bond test for AR (2) is the test for second order autocorrelation in the 

differenced residuals and is distributed as N(0,1) under the null hypothesis of no second-order autocorrelation. The 

Sargan test and the Hansen test are tests of overidentifying restrictions, i.e., tests of the validity of the instruments. 

The Sargan test is not robust but is not weakened by a large numbers of instruments. The Hansen test is robust, but 

is weakened by a large number of instruments. The Wald, Sargan, Hansen and difference-in-Hansen tests are chi-

square distributed. The corresponding degrees of freedom are reported in bold in parentheses next to the test 

statistics 

 

MODEL 1A MODEL 1B 

 

FD (1) FOD (2) FD (3) FOD (4) 

1-ti,GROWTH  .152*** .197*** .170*** .214*** 

 

(.029) (.031) (.028) (.031) 

1-ti,ROE  .137*** .090** .129*** .103*** 

 

(.043) (.044) (.045) (.048) 

1-ti,SIZE  .023*** .023*** .045*** .029** 

 

(.005) (.004) (.012) (.010) 

1-ti,ON UTILIZATIASSET  .141*** .165*** .157*** .167*** 

 

(.031) (.032) (.037) (.032) 

1-ti,LEVERAGE  -.259*** -.267*** -.362*** -.238*** 

 

(.089) (.068) (.077) (.057) 

1-ti,INTENSITY D&R  .143*** .098*** .157*** .117*** 

 

(.048) (.034) (.043) (.034) 

tRECESSION GREAT  -.209 -.223*** -.433*** -.372*** 

 

(.057) (.053) (.103) (.091) 

Arellano-Bond test for AR (1) -4.83 -4.82 -4.78 -4.87 

(p-value) (.000) (.000) (.000) (.000) 

Arellano-Bond test for AR (2) .99 1.15 1.02 1.23 

(p-value) (.321) (.251) (.309) (.217) 
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Table 3. Two-step system GMM estimates of ICT growth: Model 1 (Continued) 

 

 

MODEL 1A MODEL 1B 

 

FD (1) FOD (2) FD (3) FOD (4) 

Wald test  46.91 (2) 62.79 (2) 47.10 (2) 53.09 (2) 

(p-value) (.000) (.000) (.000) (.000) 

Sargan test  15.26 (12) 18.17 (12) 18.33 (15) 22.27 (15) 

(p-value) (.229) (.111) (.246) (.101) 

Hansen test  17.35 (12) 14.76 (12) 19.66  (15) 17.32 (15) 

(p-value) (.137) (.255) (.185) (.300) 

Difference-in-Hansen tests      

Hansen test excluding groups (eq. diff.)  2.08 (2) 1.97 (2) 2.44 (3) 2.41 (3) 

(p-value) (.354) (.374) (.486) (.492) 

Difference (null H: exogenous) 15.28 (10) 12.79 (10) 17.22 (12) 14.91 (12) 

(p-value) (.122) (.236) (.142) (.246) 

Hansen test excluding groups (eq. level) 4.15 (2) .83 (2) 5.51 (3) .81 (3) 

(p-value) (.125) (.661) (.138) (.848) 

Difference (null H: exogenous)  13.20 (10) 13.93 (10) 14.15 (12) 16.51 (12) 

(p-value)  (.213) (.176) (.292) (.169) 

No. Obs. 1865 1865 1865 1865 

No. Firms  85 85 85 85 

No. Instruments  43 43 46 46 
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Table 4. Two-step system GMM estimates of ICT growth: Model 2 

 
The table presents estimates of Model 2 using the two-step SYSTEM GMM in the xtabond2 package for Stata 

(Roodman, 2009a).The data are from COMPUSTAT and the sample contains 85 US firms that belong to the 

COMPUSTAT Economic Sector 8000. The time period is 1990-2013. The dependent variable in all four 

specification is GROWTH, calculated as the first difference of SIZE; SIZE is the natural logarithm of total assets; 

ROE is the ratio of income before extraordinary items profits to common equity;  ASSET UTLIZATION is the 

ratio of net sales  to total assets;  LEVERAGE is the ratio of the sum of long-term debt and short-term debt to total 

assets; SALES is total net sales; R&D INTENSITY is the ratio of R&D expenditures divided by net sales ; 

GREAT RECESSION is a dummy variable that takes on value 1 if year = 2007, 2008, and 2009, and zero 

otherwise. SIZE* is the level of firm size at which the effect of size on growth switches from positive to negative. 

Statistical significance is reported at 1, 5 and 10% (***, **, * respectively). Figures in parentheses are the robust 

Windmeijer (2005) finite-sample corrected standard errors. The Wald test is a test of the null hypothesis that the 

parameters of lagged GROWTH, lagged SIZE and lagged SIZE SQUARE are jointly zero. Rejection of the null 

hypothesis is equivalent to the rejection of the Gibrat's law. Year dummies are included. In columns (1) and (2) all 

explanatory variables are endogenous (except the year dummies, firm size and the GREAT RECESSION dummy) 

and are instrumented. In columns (3) and (4) all explanatory variables are endogenous (except the year dummies 

and the GREAT RECESSION dummy) and are instrumented. FD is the first difference transformation; FOD is the 

forward orthogonal deviations transformation. For the equation in FD or FOD differences, levels dated t-3 and t-4 

are used as instruments, whereas for the equation in levels, FD or FOD differences dated t-1 and t-2 are used. 

Arellano-Bond test for AR (1) is the test for first order autocorrelation in the differenced residuals and is 

distributed as N(0,1) under the null hypothesis of no first-order autocorrelation; Arellano-Bond test for AR (2) is 

the test for second order autocorrelation in the differenced residuals and is distributed as N(0,1) under the null 

hypothesis of no first-order autocorrelation. The Sargan test and the Hansen test are tests of overidentifying 

restrictions, i.e., tests of the validity of the instruments. The Sargan test is not robust, but is not weakened by a 

large numbers of instruments. The Hansen test is robust, but is weakened by a large number of instruments. The 

Wald, Sargan, Hansen and difference-in-Hansen tests are chi-square distributed. The corresponding degrees of 

freedom are reported in parentheses next to the test statistics. 

 

MODEL 2A MODEL 2B 

 

FD (1) FOD (2) FD (3) FOD (4) 

1-ti,GROWTH  .157*** .188*** .163*** .206*** 

 

(.029) (.030) (.029) (.031) 

1-ti,ROE  .136*** .082** .132*** .102** 

 

(.041) (.042) (.046) (.048) 

1-ti,SIZE  .073*** .067*** .096*** .040* 

 

(.015) (.012) (.029) (.024) 
2

1-ti,SIZE  -.004*** -.003*** -.006*** -.002 

 

(.001) (.001) (.002) (.002) 

1-ti,NUTILIZATIOASSET  .159*** .169*** .164*** .158*** 

 

(.038) (.031) (.038) (.034) 

1-ti,LEVERAGE  -.261*** -.269*** -.256*** -.203*** 

 

(.083) (.063) (.082) (.068) 

1-ti,INTENSITYD&R  .143** .085** .127** .098*** 

 

(.061) (.037) (.059) (.036) 

tRECESSION GREAT  -.361*** -.347*** -.518*** -.231*** 

 

(,085) (.061) (.118) (.107) 
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Table 4. Two-step system GMM estimates of ICT growth: Model 2 (Continued) 

 

 

MODEL 2A MODEL 2B 

 

FD (1) FOD (2) FD (3) FOD (4) 

SIZE* 9.697*** 10.096*** 7.956*** 8.583*** 

 

(.995) (1.010) (.877) (2.374) 

Interval Confidence 95%  [7.74 11.64] [8.11 12.07] [6.23 9.67] [3.92 13.23] 

Arellano-Bond test for AR (1) -4.84 -4.81 -4.78 -4.85 

(p-value) (.000) (.000) (.000) (.000) 

Arellano-Bond test for AR (2) 1.00 1.09 1.00 1.22 

(p-value) (.318) (.277) (.317) (.221) 

Wald test 63.01 (3) 102.12 (3) 52.90 (3) 52.21 (3) 

(p-value) (.000) (.000) (.000) (.000) 

Sargan test 15.12 (12) 18.22 (12) 22.13 (18) 25.60 (18) 

(p-value) (.235) (.109) (.226) (.109) 

Hansen test  14.15 (12) 10.82 (12) 25.52 (18) 25.48 (18) 

(p-value) (.291) (.544) (.111) (.112) 

Difference-in-Hansen tests      

Hansen test excluding groups (eq. 

diff.)  2.01 (2) 1.92 (2) 6.67 (4) 6.82 (4) 

(p-value) (.366) (.384) (.154) (.146) 

Difference (null H: exogenous) 12.14 (10) 8.90 (10) 18.85 (14) 18.66 (14) 

(p-value) (.276) (.541) (.171) (.178) 

Hansen test excluding groups (eq. 

level)  4.13 (2) 0.67 (2) 5.03 (4) .85 (4) 

(p-value) (.127) (.714) (.284) (.932) 

Difference (null H: exogenous)  10.02 (10) 10.15 (10) 20.49 (14) 24.63 (14) 

(p-value)  (.439) (.428) (.115) (.038) 

No. Obs. 1865 1865 1865 1865 

No. Firms  85 85 85 85 

No. Instruments  44 44 50 50 

 




